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I
deas supported by well-defined and clearly described 

methods and evidence are one of the cornerstones of 

science. After several publications indicated that a 

substantial number of scientific reports may not be 

readily reproducible, the scientific community and 

public began engaging in discussions about mecha-

nisms to measure and enhance the reproducibility 

of scientific projects. In this context, several innovative 

steps have been taken in recent 

years. The results of these efforts 

confirm that improving repro-

ducibility will require persistent 

and adaptive responses, and as 

we gain experience, implementa-

tion of the best possible practices. 

A framework has been de-

veloped to promote transpar-

ency and openness in scientific 

publications—the Transpar-

ency and Openness Promotion 

(TOP) guidelines (http://science.

sciencemag.org/content/348/

6242/1422.full). They cover key 

principles that apply to many 

scientific fields, although they 

were developed primarily by 

social scientists. The editors at 

Science have adjusted practices 

based on these policies and have 

gained experience with many of 

these issues. We fully support the 

principles behind these guide-

lines, including the centrality 

and benefits of transparency, as captured in our editorial 

principle that “all data and materials necessary to under-

stand, assess, and extend the conclusions of the manu-

script must be available to any reader” of Science and 

the Science family of journals. Our editorial policies now 

contain specific statements for each TOP guideline cate-

gory. In some cases, we include the possibility of granting 

specific exceptions but insist that these circumstances be 

discussed with our editors early in the manuscript evalu-

ation process to allow for thoughtful examination.

Another approach to assess reproducibility involved 

an experimental program that attempted to replicate se-

lected findings in cancer biology by groups not involved 

with the original studies (see https://elifesciences.org/

collections/9b1e83d1/reproducibility-project-cancer-

biology). Although some findings were largely repro-

duced, in at least one case (which was published in Sci-

ence), the key finding was not. Yet, the initial results have 

been utilized and extended in published studies from 

several other laboratories. This case reinforces the notion 

that reproducibility, certainly in cancer biology, is quite 

nuanced, and considerable care must be taken in evaluat-

ing both initial reports and reported attempts at extension 

and replication. Clear description of experimental details 

is essential to facilitate these efforts. The increased use 

of preprint servers such as bioRxiv by the biological and 

biomedical communities may 

play a role in facilitating commu-

nication of successful and unsuc-

cessful replication results.

Over the past year, we have 

retracted three papers previously 

published in Science. The cir-

cumstances of these retractions 

highlight some of the challenges 

connected to reproducibility 

policies. In one case, the authors 

failed to comply with an agree-

ment to post the data underlying 

their study. Subsequent inves-

tigations concluded that one of 

the authors did not conduct the 

experiments as described and 

fabricated data. Here, the lack of 

compliance with the data-posting 

policy was associated with a much 

deeper issue and highlights one 

of the benefits of policies regard-

ing data transparency. In a sec-

ond case, some of the authors of 

a paper requested retraction after 

they could not reproduce the previously published results. 

Because all authors of the original paper did not agree 

with this conclusion, they decided to attempt additional 

experiments to try to resolve the issues. These reproduc-

ibility experiments did not conclusively confirm the origi-

nal results, and the editors agreed that the paper should 

be retracted. This case again reveals some of the subtlety 

associated with reproducibility. In the final case, the au-

thors retracted a paper over extensive and incompletely 

described variations in image processing. This emphasizes 

the importance of accurately presented primary data.

As this new year moves forward, the editors of Science 

hope for continued progress toward strong policies and 

cultural adjustments across research ecosystems that will 

facilitate greater transparency, research reproducibility, 

and trust in the robustness and self-correcting nature of 

scientific results.

–Jeremy Berg  

Progress on reproducibility

Editor-in-Chief, 

Science Journals. 

jberg@aaas.org

10.1126/science.aar8654

“…improving reproducibility 
will require…the 

best possible practices.”
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they settled the globe. Other studies will 

zero in on the origins of Italians, Jews, 

Palestinians, and people from India. 

A test for quantum computing
COMPUTER SCIENCE |  Physicists may soon 

reach a major milestone in the decades-

long quest to build a quantum computer, 

which instead of flipping ordinary bits 

would rely on subtler phenomena, such 

as the interference of quantum waves, 

to perform calculations. Researchers at 

Google and other laboratories are racing to 

build a quantum computer big enough to 

solve a test problem that would overwhelm 

ordinary computers. Such a demonstration 

of “quantum supremacy” would prove that 

the devices can do things that conventional 

computers cannot. But it will be years 

before quantum computers have enough 

power and reliability to achieve some 

of the much-hyped practical applications of 

such machines—including cracking current 

internet encryption schemes. 

A big health study gets rolling 
BIOMEDICINE |  This spring, the U.S. 

National Institutes of Health will hit the 

launch button on one of its most ambitious 

projects ever: a long-term study of at least 

1 million Americans that will explore the 

interplay among genes, lifestyle, the environ-

ment, and health. The projected 10-year, 

$4 billion All of Us study, proposed by then-

President Barack Obama in 2015 as part of a 

push for personalized medicine, has already 

enrolled more than 15,000 participants for 

pilot testing. By the end of this year, study 

leaders aim to sharply increase that number 

T
umultuous political change will shape the course of science 

in the new year. U.S. President Donald Trump’s administration 

is expected to continue working to dismantle science-based 

environmental regulations. The United Kingdom’s decision 

to leave the European Union has posed unresolved ques-

tions about research funding and migration of scientists. And 

China’s push to become a scientific and economic leader is sure

to affect how, and where, research is done. As these broad trends 

play out, Science’s news staff predicts specific areas of research 

and policy likely to be in the news this year.

What’s coming up in 2018
AREAS TO WATCH

NEWS

I N  B R I E F
Edited by Jeffrey Brainard

A look at a monster black hole
ASTRONOMY |  An international team of 

astronomers took a snapshot in April 2017 

of the supermassive black hole at the heart 

of our galaxy. In the coming months, 

they hope to discover how well the picture 

came out. The Event Horizon Telescope 

team marshaled the forces of six radio 

observatories—a total of 80 dishes stretch-

ing from Hawaii to Spain to the South Pole. 

This multitude was needed to get sufficient 

resolution to image the black hole, which, 

though huge in mass (the equivalent 

of 4 million suns), is surprisingly small in 

volume (with a diameter less than half 

the distance from Mercury to the sun). After 

processing and correlating the data, they 

will obtain either a glorious silhouette 

of the black hole against the brilliant matter 

swirling around it or, as in earlier attempts 

using fewer telescopes, a tantalizing blur.

New clues from ancient DNA 
HUMAN ORIGINS |  New sources of ancient 

DNA should amplify the power of this 

molecular relic to shed light on human 

ancestors. Bones are the usual source of 

ancient human DNA, but last spring, sci-

entists announced that they had managed 

to pick it up from cave sediments. That 

achievement may power a boom in studies 

tracing Neandertal, Denisovan, or modern 

human DNA to particular sites and artifacts, 

further detailing our ancestors’ interactions 

with other archaic humans. And although 

most ancient DNA has come from cold 

climates, where it degrades slowly, results 

from warmer spots are emerging thanks to 

better sampling and analytic techniques. 

Ancient DNA from Africa may reveal new 

clues to our species’s origin and diversity, 

and data from South America and Asia 

could uncover the paths humans took as 
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and ensure that at least 50% of volunteers 

are from groups underrepresented in bio-

medical research. Persuading large numbers 

of people from minority groups that have 

been ignored or even mistreated historically 

in biomedical studies to share their medical 

records and genetic data with researchers 

may be a tall order.

Epidemics make a return 
PUBLIC HEALTH |  Epidemics are hard to 

predict, but recent years have seen a resur-

gence of old foes, and it is likely the world 

will witness more in 2018. Wherever con-

flicts or other crises lead to a breakdown 

of sanitation, vaccination, or the health 

system generally, defeated diseases return. 

There are fears of a yellow fever outbreak 

in Nigeria, where widely scattered cases 

have popped up, suggesting transmission 

is already taking place across a large area. 

Diphtheria is staging a comeback among 

the Rohingya refugees in Bangladesh and 

sickening hundreds in war-torn Yemen, 

which had not seen cases in a quarter-

century. The cholera outbreak in Yemen 

is the biggest in modern history, with 

1 million suspected cases in 2017 alone. 

Stockpiles of cholera and yellow fever vac-

cine are limited, but a new cholera vaccine 

manufacturer may help ease the shortage.

Next steps for Brexit
POLICY |  The United Kingdom’s decision 

to leave the European Union in 2019 has 

raised so many unanswered questions, 

including its effects on the research world, 

that we’re highlighting it for the second 

year in a row. Negotiations with Brussels in 

the coming year will be critical in resolving 

issues such as trade, immigration, and 

the terms under which the United Kingdom 

might participate in EU research fund-

ing programs. December brought some 

good news for U.K. research: EU scientists 

already living in the United Kingdom can 

remain there post-Brexit, and the United 

Kingdom will remain in Horizon 2020, the 

EU research program, until it ends in 2020. 

Europe crafts research megaplan
FUNDING |  The European Commission’s 

next large funding program for research 

and innovation will start taking shape this 

year. The 7-year program, to begin in 2021, 

replaces Horizon 2020, which provided 

€77 billion between 2014 and 2020. National 

governments, industry, and academia have 

begun lobbying for what they want to see 

in the plan. But after decades of steady 

increases, the research budget now faces fall-

out from Brexit: When the United Kingdom 

leaves the European Union in 2019, some 

EU programs will see their budgets shaved 

as the bloc’s revenues decline.

Shots may treat HIV
PUBLIC HEALTH |  More than 30 anti-

retroviral (ARV) drugs have come to market 

to treat HIV, and many combinations 

enable infected people to live near-normal 

life spans. But the pills work only if taken, 

and many infected people have difficulty 

adhering to their daily regimens. Later 

this year, several large studies are expected 

to report whether injectable, long-lasting 

ARVs given once every 4 weeks work as 

well as pills taken daily. Studies of monkeys 

suggest injected ARVs might last 3 months, 

and human studies also are now examining 

long-acting monoclonal antibodies that tar-

get HIV. These injections could be a game 

changer for prevention, too, as ARVs taken 

by uninfected people—so-called pre-

exposure prophylaxis—derail transmissions. 

A rush to the moon
SPACE FLIGHT |  President Donald Trump 

directed NASA to return U.S. astronauts 

to the moon, but it may be crowded by the 

time they get there. Both India and China 

are planning to put down robotic landers 

on the moon this year (the Chandrayaan-2 

and Chang’e 4 missions, respectively) and 

five companies are vying to deposit rovers 

there before the end of March to claim the 

Google Lunar XPRIZE. Launch company 

SpaceX may even shoot two space tourists 

around the moon before NASA’s giant rocket, 

the Space Launch System, makes its first 

uncrewed flight, in December at the earliest. 

A court ruling on gene editing
BIOTECHNOLOGY |  This year, the European 

Union’s Court of Justice is expected to 

decide how to regulate crops modified with 

Telescopes including the Atacama Large Millimeter/

submillimeter Array in Chile will gaze at a massive black hole.

War in Yemen has 

unleashed a large 

epidemic of cholera.
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CRISPR and similar gene-editing tools. The 

United States moved ahead in this field in 

2016 when it green-lighted one such crop: 

a humble white mushroom that scien-

tists modified by removing a short DNA 

sequence to prevent browning. Regulators 

decided the mushroom was not subject 

to rules on genetically modified organisms 

(GMOs) because, unlike previous genetic 

engineering techniques, gene editing does 

not insert foreign DNA from viruses or bac-

teria to alter a plant’s function. The court 

case in Europe, where public opposition to 

GMOs runs high, will determine whether 

an existing EU regulation permits a similar 

exception for CRISPR-edited crops.

RNA treatments move forward
CLINICAL RESEARCH |  Scientists aiming 

to turn RNA molecules into therapies are 

entering this year with new optimism, 

after years of frustration. RNA-based drugs 

could treat a host of genetic diseases by 

intervening in the cellular process that 

turns DNA’s messages into proteins. But it 

has proved tricky to sneak these delicate 

RNA payloads past the body’s defenses and 

into the desired tissue while avoiding toxic 

effects from their delivery vehicles. In 

September 2017, Alnylam Pharmaceuticals 

announced that its small RNA molecules 

silenced the gene that causes the progres-

sive disease hereditary ATTR amyloidosis 

in a successful phase III trial. Ionis 

Pharmaceuticals recently announced that 

an RNA approach called antisense reduced 

toxic brain proteins in a phase I trial to 

treat Huntington disease. And several 

ongoing clinical trials will test messenger 

RNA molecules that could turn cells into 

factories of therapeutic proteins.

FDA targets stem cell clinics
DRUG OVERSIGHT |  Last year, the U.S. 

Food and Drug Administration (FDA) 

signaled that it would crack down on 

clinics that offer unproven stem cell 

treatments for conditions ranging from 

knee injuries to neurological disease. In 

2017, the agency finalized guidelines about 

which products must go through its pre-

market approval process. FDA also issued 

a warning letter to one stem cell company 

and seized unauthorized vaccines from 

another. Advocates for greater oversight 

are now watching whether other clinics 

flying under the regulatory radar—which 

potentially number in the hundreds—will 

face any consequences.

Scientists run for office
POLITICS |  Energized by their opposition 

to the science and environmental poli-

cies of President Donald Trump and the 

Republican-controlled Congress, many 

U.S. researchers have decided to take 

their activism to the next level by running 

for office. Mostly novice politicians, and 

almost all Democrats, they are hoping their 

scientific credentials will be an asset with 

voters. A science-friendly political action 

committee has already raised $2 million 

for national, state, and local races—a 

record amount for such a cause—and 

helped train the candidates in the basics 

of running a campaign. Many will likely be 

derailed in crowded primaries, and none 

is a favorite to win in November. But their 

commitment to electoral politics adds a 

new element to the 2018 election season.

In pursuit of new particles
PARTICLE PHYSICS |  Keep an eye out for 

clues to new particles from the world’s 

largest atom smasher, the Large Hadron 

Collider (LHC) in Switzerland. In 2012, 

physicists there first glimpsed the Higgs 

boson, the last missing piece in the stan-

dard model of particles and forces. But 

so far, scientists haven’t spotted what they 

want even more: new particles beyond 

those in the standard model. Instead 

of trying to see new particles directly, 

researchers working with the LHC beauty 

experiment study the decays of familiar 

particles called B mesons, which contain a 

massive bottom quark and lighter anti-

quark. Rates of certain decays don’t quite 

match those predicted by the standard 

model. The anomalies could point indi-

rectly to new particles flitting in and out 

of existence within the B mesons—a hint 

that scientists are eager to pursue. 

Scientists are using double-stranded RNA, shown 

here, to block the expression of specific genes.

One of the Large Hadron Collider’s detectors could yield evidence of new kinds of particles.
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C
hya* (pronounced SHY-a), who is 

not quite 10 years old, recently spent 

an unusual day at the University of 

Maryland School of Medicine in Bal-

timore. Part of the time she was in 

a “cool” brain scanner while playing 

video games designed to test her memory 

and other brain-related skills. At other 

points, she answered lots of questions about 

her life and health on an iPad. 

A slender Baltimore third grader who likes 

drawing, hip hop, and playing with her pet 

Chihuahua, Chya is one of more than 6800  

children now enrolled in an unprecedented 

examination of teenage brain development. 

The Adolescent Brain Cognitive Develop-

ment Study—or ABCD Study—will complete 

its 2-year enrollment period in September, 

and this month will release a trove of data 

from 4500 early participants into a freely ac-

cessible, anonymized database. Ultimately, 

the study aims to follow 10,000 children for 

a decade as they grow from 9- and 10-year-

olds into young adults. 

Supported by the first chunk of $300 mil-

lion pledged by several institutes at the Na-

tional Institutes of Health (NIH) in Bethesda, 

Maryland, teams at 21 sites around the 

United States are regularly using MRI ma-

chines to record the structure and activity 

of these young brains. They’re also collecting 

reams of psychological, cognitive, and envi-

ronmental data about each child, along with 

biological specimens such as their DNA. In 

addition to providing the first standardized 

benchmarks of healthy adolescent brain de-

velopment, this information should allow 

scientists to probe how substance use, sports 

injuries, screen time, sleep habits, and other 

influences may affect—or be affected by—

a maturing brain. 

“A lot of studies in this area are plagued by 

the fact that we tend to capture teenagers af-

ter they have already started to misbehave in 

various ways. So, the fact that we are follow-

ing kids from … before they engage in a lot 

of risk-taking behavior—it’s going to be an 

incredibly rich data set,” says clinical neuro-

scientist Monica Luciana of the University of 

Minnesota in Minneapolis, an ABCD Study 

site where she is a principal investigator (PI).

Clarifying the impacts of alcohol and 

drug use is a key goal for the study’s lead-

ing funders: the National Institute on Drug 

Abuse (NIDA) and the National Institute on 

Alcohol Abuse and Alcoholism (NIAAA), both 

in Bethesda. “There is an urgency to try to 

address these questions,” says NIDA Director 

Nora Volkow, the prime mover behind the 

study. The recent legalization of recreational 

marijuana in several states makes the study 

especially timely, she argues.

Other studies have used MRI to follow 

teen brain development. Europe’s IMAGEN 

enrolled 2000 14-year-olds and scanned 

them at intervals over the past decade. 

And NIAAA has been funding a study 

of alcohol’s impacts, imaging the brains 

of more than 800 youths once a year for 

4 years. But ABCD “is going to be by far 

the largest,” Volkow says. “It’s [also] longer-

lasting, starts younger, and is much more 

comprehensive” in terms of testing. 

Every 2 years, researchers will image the 

brain structures of Chya and other sub-

jects, and record their neural activity as 

they perform tasks involving memory, re-

wards, and face recognition. Every year, the 

participants will have their height, weight, 

and waist measured, and answer questions 

designed to assess psychological symptoms. 

They will also be asked annually about 

environmental influences—things like fam-

ily conflict and neighborhood crime. 

The study aims to describe a normal tra-

jectory of adolescent brain development—

similar to the height and weight charts in 

pediatricians’ offices—and use that to be-

gin to answer the many chicken-and-egg 

questions that correlational studies can’t. 

For instance, people who smoke marijuana 

heavily beginning in adolescence or young 

adulthood show markedly less connectiv-

ity between the neuronal axons of the hip-

pocampus, a brain region important to 

long-term memory formation and learning, 

than do nonusers. But were the users’ brains 

wired differently to begin with, leading them 

to smoke cannabis heavily? Or did the smok-

ing cause the changes? 

“At age 9 and 10 you can get a nice clean 

baseline assessment on these kids,” says 

Hugh Garavan, a neurobiologist who is the 

PI at the ABCD Study site at the University 

of Vermont (UVM) in Burlington. “Then, 

when someone develops psychosis at 16, 

I N  D E P T H

By Meredith Wadman

NEUROSCIENCE 

Watching the teen brain grow
Combining results from 628 children’s brains, this 

MRI scan shows regions activated as faces are viewed 

(yellow and orange) and other areas (blue and cyan) 

activated during a demanding working memory task.

Over a decade, researchers aim to follow 10,000 children 
through the challenges of adolescence

*The ABCD Study keeps participants 

anonymous; the families of the kids in this 

article allowed the use of their fi rst names.
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we can go back and look at their brains and 

psychological assessments at 9, 10, 11, and 

12. Were there markers of risk there?” 

Such markers, it’s hoped, will ultimately 

allow much earlier diagnosis, treatment, or 

prevention of substance abuse, mental ill-

ness, and other conditions. A key strength 

of the study is that it will enroll enough 

children—including 800 pairs of twins—to 

answer questions that require large num-

bers of subjects, such as whether there are 

age windows when the brain is particularly 

vulnerable to use of a given drug. 

The study intends to reflect the United 

States’s socioeconomic, geographical, racial, 

and ethnic diversity. Planners want the study 

pool to be 6% Asian-American, 16% black, 

and 24% Hispanic. As of early January, with 

8 months left in recruitment, they are falling 

short on Asian-American and black enroll-

ment, at 2% and 12%, respectively, but were 

close to meeting the Hispanic target, at 22%. 

And the “other” category, which includes 

mixed-race kids and Native Americans, ac-

counts for fully 11% of enrollees, more than 

double the organizers’ 5% target.

The ABCD Study crystallized at an 

inauspicious time. In May 2014, when its 

planners held their first meeting, the Na-

tional Children’s Study, an NIH effort to fol-

low 100,000 children from the womb to age 

21, was collapsing as a result of daunting lo-

gistics, overambitious objectives, and a pro-

jected cost of more than $3 billion (Science, 

19 December 2014, p. 1441). “We were very, 

very aware, because of the Children’s Study, 

that we didn’t want to load up the Christ-

mas tree with too many ornaments,” recalls 

George Koob, NIAAA director since 2014.

By September 2016, under a tightly de-

signed protocol dictated by the attention 

spans and wiggles of 9- and 10-year-old 

children, the ABCD Study was enrolling. 

The organizers are assuming 15% of the 

planned 11,500 enrollees will drop out over 

the decade, leaving the desired 10,000 par-

ticipants. Some fear that may be optimistic, 

but  Garavan is bullish. “Because it’s a longi-

tudinal study, we have to make sure the kids 

enjoy the experience,” he says.

Garavan has succeeded with at least one 

recruit. “You had to drool into two vials, not 

spit. And it was fun,” recalls Afton, who had 

his brain scanned at UVM last September, 

a day before his 10th birthday. “Eventually 

they are going to learn how to track if some-

one has depression or something else, or not, 

by just looking at their brain in an MRI ma-

chine. I thought that was cool. And I wanted 

to help.”

Chya, for her part, left the Baltimore 

study site last month with a picture of her 

brain and an ABCD T-shirt. She plans to re-

turn at the same time next year. j

Americas peopled in a single 
wave, ancient genome reveals
DNA from Alaskan infant suggests a long arctic sojourn

ARCHAEOLOGY

A
rare smidgen of ancient DNA has 

sharpened the picture of one of hu-

manity’s greatest migrations. Some 

15,000 to 25,000 years ago, people 

wandered from Asia to North America 

across a now-submerged land called 

Beringia, which once connected Siberia and 

Alaska. But exactly when these ancient set-

tlers crossed and how many migrations oc-

curred are hotly debated. Now, the oldest 

full genome to be sequenced from the Amer-

icas suggests that some settlers stayed in 

Beringia while another group headed south 

and formed the population from which all 

living Native Americans descend. 

“This is an important study that sig-

nificantly narrows the 

subset of possibilities 

[for how the Americas 

were peopled],” says 

David Reich, a geneti-

cist at Harvard Medical 

School in Boston. “It’s 

very exciting.” 

The genome comes 

from an 11,500-year-old 

infant found in 2013 at 

the site of Upward Sun 

River in central Alaska’s 

Tanana River Basin, a 

part of Beringia that’s still above sea level. 

The infant, one of two from the site, be-

longed to a population that likely numbered 

in the low thousands, who hunted Berin-

gia’s abundant herds and gathered plants 

(Science, 28 February 2014, p. 961).

A team led by geneticist Eske 

Willerslev of the University of Copenhagen 

and the University of Cambridge in the 

United Kingdom isolated DNA from bone 

powder taken from the infant’s skull. The 

researchers sequenced the DNA repeatedly 

to get a virtually complete copy of the ge-

nome. They compared it to that of modern 

Native Americans, as well as to other an-

cient and living people across Eurasia and 

the Americas. By looking at genetic similari-

ties and estimating how long it would take 

for key mutations to pop up, the researchers 

assembled a family tree with rough dates. 

The infant’s group was most closely related 

to modern Native Americans—but it wasn’t 

a direct ancestor. Instead, it and modern 

Native Americans shared common ances-

tors who must have entered Beringia some 

25,000 years ago, the researchers report this 

week in Nature. Perhaps 21,000 years ago, 

those ancient settlers branched into at least 

two groups: one that included the infant and 

another that gave rise to Native Americans.

That supports the idea that Asian migrants 

lingered in Beringia and became genetically 

isolated—the so-called Beringian standstill 

model—says anthropologist Connie Mul-

ligan of the University of Florida in Gaines-

ville. “Because they have the whole nuclear 

genome, you can really tell a lot about when 

and where this migration happened,” she 

says. But Reich cautions that date estimates 

from a single genome are necessarily rough. 

The researchers also 

found that the ancient 

Beringian infant is 

equally related to both 

the northern and south-

ern genetic subgroups of 

Native Americans, im-

plying that both descend 

from a single migration. 

The team suggests that a 

group headed south into 

North America about 

20,000 years ago and 

only afterward split into 

distinct subpopulations, perhaps between 

14,500 and 17,000 years ago, dates that fit 

with previous studies. 

Why did one group linger and thrive in 

Beringia while another took off to explore 

the Americas? A search for fresh resources 

could have spurred the migrants, Willerslev 

says, but so could sheer curiosity. “There 

were people who were happy with what they 

had, and there were others who looked out 

at the great ice caps and wanted to see what 

was on the other side,” he says.

That’s a compelling speculation, Mulligan 

says. “Once they got into North America, they 

really high-tailed it through the continent 

and down into South America within just a 

few thousand years,” she says. A cultural or 

genetic penchant for exploration “could help 

explain why they were in such a hurry.” j

Michael Price is a freelance writer in San 

Diego, California.

By Michael Price 

NEWS   |   IN DEPTH

“Because they have 
the whole nuclear 
genome, you can really 
tell a lot about when 
and where this 
migration happened.”
Connie Mulligan, University of Florida
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nominated me for the job, actually called 

to convince me why I should consider 

doing it. And I sort of stopped him in mid-

sentence and said, “Wait, Ron, you had me 

at ‘NCI director.’”

I really believe it’s a special time in 

cancer research. We have this basic bio-

logical understanding and the notion that 

cancer is thousands of different diseases, 

and that has really allowed us to speed 

progress. We’re going to remember the 

cancer researchers of the day the way we 

talk about [Louis] Pasteur and [Robert] 

Koch and antibiotics. 

Q: Critics of IBM’s use of the Watson super-

computer to guide cancer care say it merely 

compiles existing knowledge without producing 

new insights. What do you think about big data?

A: I am 100% convinced that the area of 

artificial intelligence and machine learning 

will have a huge impact on cancer research 

and cancer care. [At UNC], we used Watson 

to organize the literature related to novel 

therapeutics for [our] molecular tumor 

board that was trying to decide what drug 

to give a patient based on [their tumor] 

mutation. When you start doing a thou-

sand patients a year, the allocation of 

therapy decisions gets very hard.

Q: How can machine learning help make sense of 

cancer patient data?

A: The clinical data are the hard part. 

Genomic data are black-and-white com-

pared to the clinical data in electronic 

C
ancer researchers had worried that 

President Donald Trump might 

choose an unconventional candidate 

to replace Harold Varmus as director 

of the National Cancer Institute (NCI) 

in Bethesda, Maryland. But his choice, 

announced in June 2017, allayed their fears. 

Norman “Ned” Sharpless, who was then 

director of the Lineberger Comprehensive 

Cancer Center at the University of North 

Carolina (UNC) in Chapel Hill, checked all 

the right boxes for the community: He is a 

physician-scientist who treats patients, he 

has started two biotech companies, and he 

runs a basic research lab focused on p16, a 

protein important to cell division and aging.

Sharpless, 51, who started work at NCI in 

October 2017, takes over from Doug Lowy, 

who had been acting director since Varmus’s 

departure in March 2015. In an interview last 

month, Sharpless declined to lay out specific 

plans for the $5.7 billion institute. But he 

stressed three areas: big data, basic research, 

and translating discoveries into devices and 

treatments. He’s also been thinking of ways 

to bolster the careers of young investigators, 

a perennial issue for NCI’s parent agency, the 

National Institutes of Health. This interview 

has been edited for brevity and clarity.

Q: Why did you want to be NCI director?

A: My old boss Ron DePinho [Sharpless’s 

postdoctoral adviser, now at MD Anderson 

Cancer Center in Houston, Texas], who 

BIOMEDICINE

Cancer institute head touts 
big data and basic research
NCI’s new director compares progress against cancer today 
to early strides against infectious disease

By Jocelyn Kaiser

health records. Having med students 

reading charts and abstracting them is 

just too slow, and so these tools that use 

natural language processing to extract the 

records are very useful. That’s going to 

get us a million patients that are clinically 

annotated and aggregated with genomic 

data sets. 

Q: Where should NCI be going with 

immunotherapy?

A: Around 6 years ago, one of the senior 

leaders of the immunotherapy movement 

was complaining to me about how NCI’s 

portfolio for immunotherapy research was 

small and didn’t have enough basic science 

or clinical trials. I don’t think anyone could 

make that statement about the NCI portfo-

lio today. … [But] we just don’t understand 

cell biology well enough to make full thera-

peutic use of immunotherapies.

Q: Are you worried about the drastic cuts to the 

2018 NIH budget that the Trump administration 

has proposed?

A: I am obligated to support the president’s 

budget. I will say that the congressional 

commitment to [NIH] has been good. The 

budget has gone up significantly in the 

last 2 years, and the [preliminary congres-

sional] budget for 2018 looks promising as 

well. I think the budgetary challenges are 

real. Because if you consider the burden of 

cancer or what it costs society, even 

$5.7 billion is not really enough.

Q: What are your thoughts on NIH’s efforts to 

help young researchers?

A: One idea we’ve been kicking around 

is to give some subset of new, young 

investigators an extended period of R01-

like funding. [R01s are NIH’s standard 

research grants.] So instead of stopping 

the grant at 5 years, they would submit 

a slightly more significant package than 

a standard noncompeting renewal. And 

if that’s approved they would get 2 years 

extra funding. 

We realize there are intense pressures on 

young faculty to get data together before 

they can get their second grant and get 

tenure. I’m a little worried that young in-

vestigators are becoming demoralized. We 

are committed to their success.

Q: Are you planning to have a lab at NIH?

A: Most of the people who worked for me at 

[UNC] have now gotten their own jobs. But 

I have some knock-in mice that I produced 

in my lab that I’m trying to import to the 

NCI so that I can start a lab effort here. It’s 

very important to me. It’s just nice to think 

about science. It’s nice to understand the 

problems of a working scientist. j

Physician-scientist Norman 

“Ned” Sharpless will lead the 

largest NIH institute.
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Scientists debate what could be causing 
annual cycles and occasional spikes

PLANETARY SCIENCE

Mars methane 
rises and falls 
with the seasons

F
rom the pasture to the swamp, meth-

ane emissions on Earth are the efflu-

via of life. So what are whiffs of the gas 

doing on barren Mars? Trace detec-

tions of the stuff, alongside glimpses 

of larger spikes, have fueled debates 

about biological and nonbiological sources 

of the gas. Last month, at a meeting of the 

American Geophysical Union (AGU) in New 

Orleans, Louisiana, NASA scientists an-

nounced a new twist in the tale: a seasonal 

cycle in the abundance of martian methane, 

which regularly rises to a peak in late north-

ern summer.

“The thing that’s so shocking here is this 

large variation,” said Chris Webster, who 

leads the methane-sensing instrument on 

NASA’s Curiosity rover. “We’re left trying to 

imagine how we can create this seasonal 

variation,” says Webster, who is at the Jet Pro-

pulsion Laboratory in Pasadena, California.

It is a variation on a very faint theme. 

Since landing in 2012, Curiosity has on 

30 occasions opened a few valves to the mar-

tian night and taken a sniff of the thin, frigid 

air. In a small, mirrored chamber, it shines 

a laser through the air sample and measures 

the absorption at specific wavelengths that 

indicate methane. At the meeting, Webster 

reported vanishingly small background lev-

els of the gas: 0.4 parts per billion (ppb), 

compared with Earth’s 1800 ppb. 

Where that whiff comes from is the heart 

of the mystery. Microbes (including those 

that live in the guts of cows and sheep) are 

responsible for most of Earth’s methane, 

and Mars’s could conceivably come from 

microbes as well—either contemporary mi-

crobes or ancient ones, if the methane they 

produced was trapped underground. But 

methane can also be made in ways that have 

nothing to do with biology. Hydrothermal re-

actions with olivine-rich rocks underground 

can generate it, as can reactions driven by 

ultraviolet (UV) light striking the carbon-

containing meteoroids and dust that con-

stantly rain down on the planet from space. 

Now, add to the methane puzzle the sea-

sonal variation Curiosity has detected, with 

levels cycling between about 0.3 ppb and 

0.7 ppb over more than two martian years. 

Some seasonality is expected in an atmo-

sphere that is mostly carbon dioxide (CO
2
), 

says François Forget, who models the cli-

mate of Mars at the Laboratory of Dynami-

cal Meteorology in Paris. In the southern 

winter, some of that CO
2 
freezes out onto the 

large southern polar cap, making the overall 

atmosphere thinner. That boosts the con-

centration of any residual methane, which 

doesn’t freeze, and by the end of northern 

summer this methane-enriched air makes 

its way north to Curiosity’s location, Forget 

says. Seasonal variations in dust storms and 

levels of UV light could also affect the abun-

dance of methane, if interplanetary dust is 

its primary source.

But, Webster said at the meeting, the sea-

sonal signal is some three times larger than 

those mechanisms could explain. Maybe the 

methane—whatever its source—is absorbed 

and released from pores in surface rocks at 

rates that depend on temperature, he said. 

Another explanation, “one that no one talks 

about but is in the back of everyone’s mind,” 

is biological activity, says Mike Mumma, a 

planetary scientist at Goddard Space Flight 

Center in Greenbelt, Maryland. “You’d ex-

pect life to be seasonal.”

The seasonal wiggles are a mystery within 

a larger mystery: claims of occasional meth-

ane spikes an order of magnitude or two 

higher than the background. Mumma and 

his colleagues reported one of the largest in 

2009, when they detected spectral signs of a 

45-ppb methane plume through a telescope 

in Hawaii. Curiosity, too, has detected a 

handful of spikes, to about 7 ppb. For these 

events, Webster favors the idea of a sudden 

release from a deep underground source. 

Other scientists are looking skyward. 

Marc Fries, the cosmic dust curator at John-

son Space Center in Houston, Texas, says 

the source of methane spikes could be the 

hail of tiny meteors that falls when a planet 

crosses a comet’s orbit and sweeps up 

carbon-rich dust and debris shed by the 

comet. Fries says that as the dust particles 

vaporize at altitudes of tens of kilometers, 

the same chemical reaction that produces 

methane from interplanetary dust at the sur-

face would take place more quickly, driven 

by the stronger UV light at high altitudes. 

All the claimed methane spikes over the past 

2 decades occurred within about 2 weeks of 

a known martian meteor shower, Fries and 

“We’re left trying to imagine 
how we can create this 
seasonal variation.”
Chris Webster, Jet Propulsion Laboratory

By Eric Hand

DA_0105NewsInDepth.indd   16 1/3/18   10:34 AM

Published by AAAS

on January 4, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


5 JANUARY 2018 • VOL 359 ISSUE 6371    17SCIENCE   sciencemag.org

C
R

E
D

IT
S

: 
(G

R
A

P
H

IC
) 

A
D

A
P

T
E

D
 F

R
O

M
 I

. 
K

IC
K

B
U

S
C

H
 E

T
 A

L
.,

 T
H

E
 L

A
N

C
E

T
 3

9
0

, 
8

9
8

 (
2

0
17

) 
B

Y
 V

. 
A

L
T

O
U

N
IA

N
/

S
C

IE
N

C
E

; 
(D

A
T

A
) 

O
E

C
D

 D
A

C
 A

N
D

 C
R

E
 D

A
T

A
B

A
S

E
 

Germany steps up to 
the plate in global health

EUROPE

W
hen health ministers and other 

top health officials from 19 of the 

world’s largest economies were 

ushered into a meeting room 

here in May 2017, they walked 

right into an unfolding inter-

national crisis. A video screen showed 

news reports of a mystery disease, appar-

ently a cousin of severe acute respiratory 

syndrome, causing respiratory illness and 

death. What began as a local outbreak 

soon engulfed multiple countries, and the 

officials faced difficult choices about how 

to respond.

The scenario was fictitious; it began 

in a nation named Anycountry and was 

designed primarily to raise awareness 

about the threat of emerging diseases. 

But the event marked a real-world shift. It 

was the first-ever gathering of the G-20’s 

health ministers, and it was organized by 

Germany—one of many signs that the na-

tion’s role in global health is growing rapidly.

“For a long time there was a sense that 

Germany wasn’t contributing as much as it 

could,” says Jeremy Farrar, director of the 

Wellcome Trust in London, a major private 

funder of medical research. But recently, 

the German government has embarked 

on several international health initiatives 

and has doubled its financial contribu-

tions to global health aid. As a result, the 

country has become a destination for ma-

jor players in the field, including the Bill & 

Melinda Gates Foundation, headquartered 

in Seattle, Washington, which plans to set 

up an office here next year. Berlin will also 

host a new, international center focused 

on the rising threat of antimicrobial resis-

tance (AMR), and its World Health Sum-

mit, an annual meeting here, is drawing an 

increasingly influential crowd.

For decades, Germany’s past made it 

wary of taking the lead on the global stage, 

especially in public health, or Volksgesund-

heit,  a label used by Nazi doctors to justify 

sterilizing and killing people with men-

tal illness and epilepsy. German research 

in public health has long languished as 

well. Today, “Germany is getting rid of its 

post–World War II inhibitions to finally 

play a role that is commensurate with 

By Kai Kupferschmidt, in Berlin

Healthy growth 
In addition to spearheading initiatives such as a new center to combat antimicrobial resistance, Germany has 

doubled its global health aid budget. It still lags far behind the United States and the United Kingdom, however.
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A country long held back by its past emerges as a 
new leader, but its own research output is still lagging

his colleagues found. “It could be a cause, 

and it could be a coincidence,” he says.

Skeptics say the atmospheric reactions 

may not occur quickly enough and that 

meteor showers don’t deposit much more 

material than the background flux of inter-

planetary dust. In 2014, when Mars nearly 

collided with comet Siding Spring, NASA’s 

Mars Atmosphere and Volatile Evolution 

Mission (MAVEN) spacecraft was watch-

ing, monitoring magnesium ions as a proxy 

for dust dumped in the upper atmosphere. 

The MAVEN team reckons the encounter 

put 16 tons of material into the martian 

atmosphere—not much more than the 

3 tons of interplanetary dust estimated 

to fall daily, and much less than the tens 

of thousands of tons that Fries says are 

needed to make a large methane plume. “I 

don’t see how it’s possible to produce the 

methane abundance he needs,” says Matteo 

Crismani, a MAVEN science team member 

and postdoctoral researcher at the Labora-

tory for Atmospheric and Space Physics at 

the University of Colorado in Boulder. But 

Fries contends that meteor showers are 

highly variable, and just because the Siding 

Spring encounter was close does not mean 

it was rich in dust and debris. 

It happens that Fries will have a chance 

to test the hypothesis. On 24 January, Mars 

will have a close brush—less than a tenth of 

the Earth-moon distance—with the orbit of 

comet C/2007 H2 Skiff. Mumma is skeptical 

about Fries’s idea, but he will nevertheless 

be watching for methane with his telescope 

in Hawaii in the days after the encounter. 

The MAVEN and Curiosity teams also plan 

to watch. “This is a great opportunity to test 

this hypothesis,” Crismani says.

One spacecraft won’t quite be ready to 

participate—even though it is best posi-

tioned overall to resolve the methane de-

bate. In April, the European Space Agency’s 

ExoMars Trace Gas Orbiter (TGO) will settle 

into its final orbit and begin science obser-

vations, mapping concentrations of meth-

ane across the planet. Atmospheric dust will 

probably prevent the orbiter from reaching 

its originally advertised sensitivity of sev-

eral tens of parts per trillion, says Geronimo 

Villanueva, a science team member at God-

dard. But he expects the TGO to approach 

Curiosity’s sensitivity—and its ability to 

hunt for methane sources in space and time 

will be unrivaled. The “TGO will allow us 

to search for this molecule with new eyes,” 

he says. j

With additional reporting by Paul Voosen 

from the AGU meeting.

During its 5-year sojourn on Mars, the Curiosity rover 

has repeatedly sniffed the air for methane.
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its economic weight and its intellectual 

leadership,” says Peter Piot, director of 

the London School of Hygiene & Tropical 

Medicine (LSHTM).

German Chancellor Angela Merkel has 

been a driving force. She put global health 

at the top of the agenda as host of the G-7 

summit in 2015 and at last year’s gathering 

of the G-20. In 2015, Merkel also became 

the first German chancellor to speak at the 

World Health Assembly, the World Health 

Organization’s (WHO’s) annual member 

meeting. “I have no doubt that she is com-

mitted on a personal level to this,” says 

Farrar, who has met Merkel. 

Germany’s spending on development 

assistance for health is still below WHO’s 

goal of 0.1% of gross national income, and 

far behind that of the United States and 

the United Kingdom. But at $1.1 billion, it 

now surpasses spending by Japan, France, 

and Canada (see graphic, p. 17). The coun-

try has championed raising WHO member-

ship dues and is the largest contributor to 

WHO’s new Contingency Fund for Emer-

gencies, set up in response to the West 

African Ebola outbreak. 

Antimicrobial resistance is a focus be-

cause it is by nature an international prob-

lem, Hermann Gröhe, Germany’s minister 

of health since 2013, tells Science. “We can 

make all the effort we want in Germany, 

but it’s all for nothing if there aren’t simi-

lar efforts happening around the world.” 

The new AMR hub will be supported by 

the G-20, but Germany’s leadership in se-

curing their commitment was “indispens-

able,” says Keith Klugman, who leads AMR 

strategy at the Gates Foundation: “I really 

can’t overstate the importance of this hub.”  

Germany has also been instrumental in 

setting up the Coalition for Epidemic Pre-

paredness Innovations, a public-private 

coalition that aims to develop vaccines for 

possible future pandemics. “Germany is 

a latecomer, but it has been catching up 

fast,” says Ilona Kickbusch, director of The 

Graduate Institute’s Global Health Centre 

in Geneva, Switzerland. (Farrar, Kickbusch, 

and four other experts recently agreed to 

serve on an international advisory board 

to help the German government draw up 

a new international health policy strategy.)

As worries grow that the United King-

dom and the United States are becoming 

more inward-looking, public health lead-

ers are happy Germany is stepping up. 

Whether London will remain a magnet for 

international talent after Brexit remains 

to be seen, Piot says. Gates Foundation 

CEO Sue Desmond-Hellmann says she is 

“deeply concerned” about dramatic cuts in 

the budget of some global health programs 

proposed by U.S. President 

Donald Trump. “We’re ex-

tremely positive about hav-

ing wealthy nations like 

Germany or China emerge 

as government spenders in 

this area,” she adds.

Yet Gröhe is quick to 

point out that Germany 

can’t make up for a retreat 

by other nations. “I would 

warn against any expecta-

tion that Germany could 

somehow replace the U.S. 

engagement,” he says. “But 

we can complement it.” And 

although Merkel’s Christian 

Democrats won the biggest 

share of the vote in October 

2017’s federal elections, at-

tempts to form a coalition 

with the Liberal Democrats 

and the Greens fell apart in late November 

2017; it’s unclear what the next government 

will look like and whether it will continue 

the country’s newfound leadership.

Meanwhile, Germany’s own research out-

put in global health is still lagging. Piot says 

that in tallies of joint authorship, LSHTM 

researchers “publish more with the Nether-

lands, Belgium, Switzerland, or France than 

with Germany.” A 2015 assessment by the 

German National Academy of Sciences also 

noted that countries with far smaller popu-

lations such as Canada, Sweden, and the 

Netherlands produced more papers on pub-

lic health than Germany. “Although there are 

excellent individuals and institutions work-

ing in public and global health in Germany,” 

it said, “they need increased political sup-

port, improved structures, and significant 

research investment.” Germany’s next big ef-

fort in global health may well be at home. j

German Chancellor Angela Merkel, who takes a personal interest in 

global health, welcomed Bill Gates in 2014. 

W
hen it comes to finding new 

worlds, NASA’s Kepler space-

craft hogs the headlines, hav-

ing racked up thousands of 

exoplanet discoveries since its 

launch in 2009. But before Ke-

pler, the workhorses of exoplanet identi-

fication were ground-based instruments 

that measure tiny stellar wobbles caused 

by the gravity of an orbiting planet. They 

are now undergoing a quiet renaissance. 

The new generation of these devices may 

be precise enough to find a true Earth 

twin: a planet with the same mass as ours, 

orbiting a sunlike star once a year. That’s 

something Kepler—sensitive to planet size, 

but not mass—can’t do. 

On 9 December 2017, the Extreme Preci-

sion Spectrometer (EXPRES) took its first 

view of the sky on the Discovery Chan-

nel Telescope in  Arizona. And in October 

2017, the Echelle Spectrograph for Rocky 

Exoplanet and Stable Spectroscopic Ob-

servations (ESPRESSO) began operating 

at the European Southern Observatory’s 

(ESO’s) Very Large Telescope in Chile. 

Nearly two dozen other instruments are 

either under construction or have recently 

begun service. “It’s now clear that exo-

planets are a major part of astronomy,” 

says astronomer Jason Wright of Penn-

sylvania State University in State College. 

“So every major observatory needs a high-

resolution spectrograph.”

Such spectrographs spread starlight 

out into its array of spectral colors, which 

contains dark lines at wavelengths where 

gases in the star’s atmosphere absorb light. 

Astronomers then look for tiny oscillat-

ing Doppler shifts in these lines over time, 

caused by planetary tugging. 

The technique works best for a massive 

planet orbiting close to its star, because 

its gravitational tug will be stronger. As a 

result, early discoveries—such as the first 

exoplanet to be found, in 1995—were usu-

ally “hot Jupiters,” giant planets in tight 

ASTRONOMY

By Daniel Clery

Earth-based 
planet finders 
power up
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Increases in precision put 
Earth twins in reach
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orbits. Then came the High Accuracy Ra-

dial velocity Planet Searcher (HARPS) 

at ESO’s La Silla Observatory in Chile in 

2003, a second-generation spectrograph 

that enabled astronomers to find smaller 

planets in wider orbits. (It has spotted 

about 130 to date.) 

In recent years, however, a new “transit” 

technique, led by Kepler, began to domi-

nate. Kepler stared at 145,000 stars in one 

part of the sky and looked for dips in stel-

lar brightness when a planet passed in 

front. Although Kepler has been prolific, 

identifying thousands of exoplanets and 

gauging their sizes, the planets and their 

stars are mostly too far away for ground-

based spectrographs to determine their 

masses. Over the coming year, the launch 

of Kepler’s successor, the Transiting Exo-

planet Survey Satellite (TESS), along with 

Europe’s Characterising Exoplanets Satel-

lite (CHEOPS), will change all that. They 

will scour the sky for transits of nearby 

bright stars—perfect for ground-based 

follow-up. “To understand them we have to 

know their mass, that’s absolutely funda-

mental,” says René Doyon of the University 

of Montreal in Canada. 

The new spectrographs should be able 

to weigh many of the planets found by 

TESS and CHEOPS. Astronomers boosted 

the instruments’ precision in part by iso-

lating them from mechanical and thermal 

noise—mounting them inside vacuum ves-

sels that are separated from the telescope 

and piping in light through optical fibers. 

They also improved the reference spec-

trum against which the slow shifts in the 

spectral lines are gauged.

Instruments such as HARPS rely on 

reference spectra produced by a thorium-

argon lamps. But these produce a jumble 

of spectral lines of varying brightness. 

The new wave of spectrographs, including 

ESPRESSO and EXPRES, instead use laser 

frequency combs, which duplicate a single 

spectral line from a laser to form an ultra-

precise reference grid, with lines of equal 

brightness spaced at regular intervals. 

With these improvements, says lead sci-

entist Francesco Pepe of the University of 

Geneva in Switzerland, ESPRESSO aims 

to measure stellar movements as slow as 

10 centimeters per second (roughly the 

speed of a giant tortoise). That would be 

a factor of 10 better than HARPS, and is 

exactly the motion expected to be caused 

by an Earth twin in an Earth-size orbit 

around a sunlike star. 

At this sort of precision, pulsing gases 

in the star’s atmosphere can swamp the 

signal of any wobble. With some of the 

new spectrographs, researchers hope to 

disentangle the wobble from the noise by 

comparing spectral shifts across a range of 

wavelengths. But Pepe expects the noise to 

limit ESPRESSO to planets that are about 

three or four times as heavy as Earth. 

Only if the star is much less massive and 

more susceptible to a planet’s tug might 

ESPRESSO see Earth-size planets. 

Other spectrographs aim for increased 

sensitivity to small planets by focusing on 

some of the smallest stars: red dwarfs. Red 

dwarfs emit most of their light in the infra-

red. Yet Earth’s atmosphere allows only a 

narrow range of near-infrared wavelengths 

to reach the ground, posing a challenge for 

instrument builders. “There is a big push 

to develop instruments,” says Doyon, who 

leads a team building the Near-InfraRed 

Planet Searcher to work alongside HARPS 

on ESO’s 3.6-meter telescope in Chile. 

The new instruments could even en-

hance transit studies. Besides searching 

for the spectral wobbles, they might see ad-

ditional spectral lines caused by starlight 

passing through the atmosphere of a tran-

siting planet. Transit spectroscopy with 

existing instruments has already revealed 

gases such as water and carbon dioxide in 

exoplanet atmospheres, and astronomers 

are now using it to look for signs of life 

(Science, 3 November 2017, p. 578). If the 

new spectrographs can characterize plan-

ets as well as find them, the renaissance 

could become a revolution. j

“To understand [exoplanets] 
we have to know their 
mass, that’s absolutely 
fundamental.”
René Doyon, University of Montreal

The Discovery Channel 

Telescope hunts for 

exoplanets by sensing the 

stellar wobbles they cause. 
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Halabja, 17 March 1988: 

Iraq attacked its own citizens 

with nerve agents. During its war 

with Iran, enemy soldiers and 

civilians were frequent targets. 
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O
n a chilly morning in September 

1987, in the waning days of the 

Iran-Iraq War, an 18-year-old Ira-

nian soldier named Seyed Naser 

Emadi drove from a battlefield in 

northwestern Iran to a hospital 

in Nagadeh, a city a couple hours 

away. Crammed in the back of his 

Land Rover were four soldiers, 

moaning, vomiting, and coughing. “I’ll 

never forget the sound of their breathing,” 

Emadi says. “It was rattling, raspy.” The ter-

rified young men did not know what was 

happening, and Emadi had no idea how to 

help them.

They complained about the cold, so 

Emadi rolled up his window. The air in the 

vehicle became stifling, and a strong chemi-

cal odor wafted from the men’s uniforms. 

Emadi grew nauseous and dizzy, but he 

made it to the hospital. There, he tried to 

rouse the nearest victim, whose face and 

hands had large blisters. The young man 

would not wake up. As Emadi and a hospi-

tal aide carried the victim out of the vehicle, 

a blister on the man’s arm burst, and fluid 

splattered on the back of Emadi’s hand. A 

couple hours later, he felt a burning sensa-

tion and his own hand began to blister.

The experience set Emadi on the path to 

becoming a medical researcher. (He is now a 

dermatologist at Tehran University of Medi-

cal Sciences and a volunteer with Doctors 

Without Borders.) It also highlighted one of 

the cruelest practices in the 1980–88 con-

flict, which also featured child soldiers and 

trench warfare. For the first time ever on 

a battlefield, nerve agents including sarin 

and tabun were unleashed by Iraqi forces. 

“These are the most toxic chemical war-

fare agents ever developed,” says Jonathan 

Newmark, a neurologist in Burke, Virginia, 

who has helped develop countermeasures 

against such weapons at the U.S. Army 

Medical Research Institute of Chemical 

Defense (USAMRICD) in Edgewood, Mary-

land, and other agencies. And on scores of 

occasions, Iraq shelled soldiers and villag-

ers with sulfur mustard—the chemical that 

afflicted Emadi and his passengers.

After the war, Iraq—pressured to own up 

to the attacks—acknowledged that it had 

“consumed” 1800 tons of mustard, 600 tons 

of sarin, and 140 tons of tabun. All told, 

according to Iran’s Foundation of Martyrs 

and Veterans Affairs (FMVA), the chemical 

onslaught killed nearly 5000 Iranians and 

sickened more than 100,000. That doesn’t 

include Iraqi victims: In March 1988, Iraq’s 

forces attacked its own citizens with mus-

tard and nerve agents in Halabja, killing as 

many as 5000 and wounding 7000. 

Sulfur mustard, a family of compounds 

first used in World War I, left the deep-

est and most visible scars on survivors of 

the war. Three decades later, about 56,000 

Iranians are coping with lingering health 

effects from the blistering agent, ranging 

from skin lesions and failing corneas to 

chronic obstructive lung disease and pos-

sibly cancer, says Tooba Ghazanfari, an 

immunologist at Shahed University here. 

The scale of the atrocities means that 

Iran has a unique opportunity to study the 

long-term effects of chemical weapons. 

Ghazanfari is leading an effort at a dozen 

research centers across Iran to uncover how 

wartime mustard exposures wreaked mo-

lecular mayhem that, decades later, triggers 

illnesses and death. “I’m pretty amazed about 

the scale of exposures and how many people 

have been followed,” says neuroscientist 

David Jett, director of the Countermeasures 

Against Chemical Threats (CounterACT) Pro-

gram at the U.S. National Institutes of Health 

in Bethesda, Maryland, which is spearhead-

ing R&D on several promising methods of 

neutralizing such agents (see sidebar, p. 23).

The data, some of which are beginning to 

appear in Western journals, have unavoid-

able limitations. The Iranian researchers 

can only estimate the doses that victims 

absorbed, and complicating the picture 

is the fact that Iraqi forces sometimes at-

tacked with mustard and nerve agents si-

multaneously. “That makes it really difficult 

to determine what’s going on,” says James 

Madsen, a physician and lead clinical con-

sultant in USAMRICD’s Chemical Casualty 

Care Division. Still, U.S. researchers say 

the Iranian findings are pointing to new 

molecular targets for treating mustard’s 

long-term effects. 

So far, Iran has not undertaken a simi-

lar study of nerve agent survivors, who also 

number in the thousands. Based on Japa-

nese victims of sarin attacks by the Aum 

Shinrikyo doomsday cult in the mid-1990s 

and U.S. soldiers possibly exposed to sa-

Three decades after Iraq unleashed chemical weapons 
on Iran, scientists there are unraveling the long-term effects

CHEMICAL MARTYRS

By Richard Stone, in Tehran

Seyed Naser Emadi as a teenage soldier in the Iran-

Iraq War, where he witnessed chemical attacks, and at 

a meeting of survivors in Tehran last October.
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rin in Iraq, researchers suspect that nerve 

agents leave a legacy of neurological dam-

age. But chemical weapons experts have 

struggled to link sarin to specific chronic 

symptoms; they are hoping for some clar-

ity from a U.S. review that is about to be 

released. And Iranian researchers say they 

may start their own probe of nerve agents’ 

long-term health effects. “We want to get 

the knowledge out,” says Mohammad-Reza 

Soroush, a physician here at the Janbazan 

Medical and Engineering Research Center.

WITH HIS BEARISH FRAME and thick black 

beard, Ali Cherchi would be an imposing 

figure—if he weren’t propped up in a hospital 

bed with an oxygen tube in his nose and an 

intravenous line plying him with antibiotics. 

His infection-riddled lungs are giving out.

Like many teenage boys filled with pa-

triotic fervor during the war, Cherchi lied 

about his age, saying he was 18 instead of 

17 so he could enlist in the army. One day 

in 1986, near the Persian Gulf in southern 

Iran, the Iraqis shelled his 200-strong pla-

toon with mustard and tabun. Many of the 

young men had beards, so their gas masks 

did not fit tightly. “I felt like I was suffo-

cating,” Cherchi says. Only a few dozen 

survived the attack, and since then most 

of the rest have died. “I’m the champion 

for having lasted so long,” he says with an 

ironic laugh.

For years, Cherchi indeed considered 

himself fortunate: He studied law, married, 

and had children. But now, a short stroll 

can leave him gasping for breath. Lung in-

fections land him for weeks at a stretch here 

at Sasan Hospital, Iran’s premier facility for 

chemical weapons victims, which treats as 

many as 150 such patients on any given day. 

As Cherchi tells his life story in a hospital 

ward, his confident voice falters and, eyes 

widening, he reaches for an inhaler. “Chem-

ical weapons are not fair,” he says.

An old scourge ruined Cherchi’s lungs. 

Called mustard because of its odor and 

the enormous yellowish blisters, or bullae, 

that it forms on the skin, bis(2-chloroethyl) 

sulfide—the primary member of a fam-

ily of noxious compounds—debuted on 

the battlefield in July 1917, when Germany 

used it against U.K. and Canadian soldiers 

near Ypres, Belgium. After a mustard-filled 

artillery shell detonates, the chemical is 

dispersed as fine droplets that settle to the 

ground. In hot and dry climates, mustard 

can vaporize and is more likely to be in-

haled. A mere 7 grams—a teaspoonful—is a 

lethal dose, Madsen says.

How the mustards produce their acute ef-

fects is well known. The oily liquid dissolves 

readily in fat, allowing it to penetrate skin. 

Inside cells, the chemical corrupts DNA and 

proteins. Recovery from the tissue damage 

can take months, and some World War I 

mustard survivors succumbed years later to 

respiratory failure.

Countries stockpiled sulfur mustard dur-

ing World War II, but it saw limited use 

in battle. However, thousands of workers 

in a weapons factory on Ōkunoshima, an 

island in Japan, were exposed to mustard 

on the job. Studies flagged an elevated lung 

cancer risk, but failed to shed light on the 

mechanism of sulfur mustard’s long-term 

effects, says pharmacologist Jeffrey Laskin, 

who directs a CounterACT center on chemi-

cal weapons countermeasures at Rutgers 

University’s Robert Wood Johnson Medical 

School in Piscataway, New Jersey.

Iranian scientists are seeking answers. 

A decade ago, Ghazanfari and colleagues 

launched the Sardasht-Iran 

cohort study, named after a 

town in the northwest part of 

the country that was the site 

of one of the war’s more repre-

hensible acts.

On 28 June 1987, Iraqi aircraft 

dropped four 250-kilogram 

bombs filled with mustard on 

residential areas of Sardasht. “It 

was a completely innocent city,” 

says Mohammad-Reza Vaez 

Mahdavi, a Shahed University 

physiologist who studies the 

survivors. Records show that 

8025 of the 12,000-odd resi-

dents were exposed. A few 

dozen—mostly children and 

elderly—died within hours or 

days. About 1500 people suf-

fered moderate to severe symp-

toms, and at least 100 have 

since succumbed to respiratory 

failure, Ghazanfari says.

With funding from FMVA, 

Ghazanfari’s team is tracking 

the health of 850 male victims, 

now aged 30 to 70. Most still re-

side in Sardasht. For a control 

group, the scientists recruited 150 men of 

equivalent age in Rabat, a village 15 kilo-

meters from Sardasht. During the war, Ra-

bat was shelled often—but never with chem-

ical weapons. “Both populations endured a 

lot of stress,” Ghazanfari says. In principle, 

that allows her team to zero in on illnesses 

in Sardasht that can’t be chalked up to stress 

or factors such as diet and economic status, 

which are similar in Sardasht and Rabat.

The Sardasht survivors have much 

higher rates of eye and skin disorders. A 

few have also developed cutaneous T-cell 

lymphoma at the site of old mustard burns. 

Emadi says the uncommon skin cancer 

may also explain mysterious lesions that 

doctors in the early 20th century noted in 

World War I mustard victims. But he says 

that benign skin lesions are far more com-

mon in the victims: patches that lack sweat 

glands or the ability to secrete sebum, re-

sulting in intensely itchy, dry skin that’s 

susceptible to infection.

Ali Reza Yazdanpanah holds up a photo of himself after he was exposed to sulfur mustard during the Iran-Iraq War. Now a 

docent at the Tehran Peace Museum, he calls the repeated use of chemical weapons against his nation “Iran’s Hiroshima.”
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E
ven 3 decades later, Seyed Naser Emadi’s first encounter with nerve 

agents haunts him. In 1987, as a soldier fighting for Iran in its war 

with Iraq, he came across a hillside strewn with comrades killed 

by an Iraqi nerve agent, perhaps tabun or sarin. Unable to breathe, 

the victims had clawed at their necks to try to open a hole in their 

throats, recalls Emadi, now a dermatologist in Tehran. In fact, their wind-

pipes were clear; the nerve agent had shut down control of breathing in 

the central nervous system. They “had no choice except death,” he says.

The long-term effects of nerve agents remain uncertain (see main 

story, p. 21), but with the right antidotes, these 

poisons need not be an immediate death sen-

tence. A few years after Emadi’s experience, 

U.S. soldiers in 1991’s Gulf War carried auto-

injectors filled with drugs that—in principle—

would keep them breathing and protect them 

from seizures if Iraqi forces again unleashed 

nerve agents. They never did, most historians 

agree, but the threat remains real today, as 

chemical attacks in Syria’s ongoing civil war 

make clear. It is spurring urgent efforts to find 

better countermeasures, with several promis-

ing compounds in the pipeline.

First synthesized by German chemists on 

the eve of World War II, nerve agents kill by 

binding to acetylcholinesterase (AChE), an 

enzyme that dismantles the neurotransmitter 

acetylcholine when it is released into synapses. 

One of the most efficient enzymes known, a 

single AChE molecule can hydrolyze 600,000 

acetylcholine molecules per minute, says 

Palmer Taylor, a pharmacologist at the Univer-

sity of California, San Diego.

Nerve agents slot right into AChE’s active 

center, a narrow gorge. Once one nestles 

there and forms a covalent bond with a serine 

group, AChE “can’t spit it out,” says James 

Madsen of the U.S. Army Medical Research 

Institute of Chemical Defense (USAMRICD) in 

Edgewood, Maryland. As acetylcholine builds 

up in the synapses, victims may develop 

chorea and dance ghoulishly before collaps-

ing and writhing in seizures. Without medical 

intervention, the brain stops sending signals 

to the muscles that control respiration and 

maintain blood pressure: Victims drift into a 

coma and will probably stop breathing. 

Milligram amounts of nerve agents are 

enough to kill. 

For defense against seizures, U.S. soldiers 

carry an anticonvulsant. Diazepam has been 

the treatment of choice, but the U.S. Na-

tional Institutes of Health (NIH) in Bethesda, 

Maryland, and the U.S. Department of Defense 

have thrown their weight behind a faster-acting 

compound, midazolam. “We think it’s going to 

be a much better drug in mass casualty situa-

tions,” NIH neuroscientist David Jett says.

Other remedies take aim at the cause of the 

symptoms: excess acetylcholine. Atropine, a 

compound derived from the belladonna plant, 

blocks acetylcholine receptors and was used 

to treat nerve agent victims in the Iran-Iraq War. But it can’t prevent 

nerve agent molecules that do latch onto AChE from forming an 

irreversible bond with the enzyme, a process measured by the nerve 

agent’s “aging” time. Sarin’s aging time is about 5 hours. Soman, a 

less known but much-feared nerve agent, ages AChE in just 2 minutes.

Given only atropine, nerve agent survivors need weeks for their 

bodies to regenerate AChE. That’s why victims are also given—as soon 

as possible after exposure—what Madsen calls the “true antidote” for 

nerve agent poisoning: oximes. Like a molecular crowbar, these chemi-

cals jimmy the nerve agent off AChE before the complex ages. 

In the United States, the only oxime approved for use against 

nerve agents is 2-pralidoxime chloride, or 2-PAM. But because 

2-PAM is positively charged, little if any 

crosses the blood-brain barrier, Taylor says. 

That’s a serious drawback, because nerve 

agents exert their most destructive effects in 

the brain.

In 2001, Taylor teamed up with K. Barry 

Sharpless, a chemist at the Scripps Research 

Institute in San Diego, to create oximes that 

lose protons to become a neutral species; 

the compounds were screened for those that, 

once inside the brain, can regain a positive 

charge, which is crucial for the molecular 

jimmying to work. Taylor’s team has tested its 

front-runner in mice and in macaques exposed 

to sarin, and in August 2017 reported that it 

rapidly reversed symptoms.

A group led by Carlos Valdez, a chemist at 

the Lawrence Livermore National Laboratory 

in Livermore, California, has also developed a 

potent neutral oxime that readily enters the 

brain of guinea pigs. And Janice Chambers, 

a biologist at Mississippi State University in 

Starkville, together with her late husband, 

Howard Chambers, created a novel oxime with 

a fat-loving group that should help it traverse 

the blood-brain barrier. It alleviated symptoms 

in rats exposed to nerve agent surrogates and 

is undergoing further testing.

The likeliest nerve agent to be used in 

future attacks, defense experts say, is sarin. 

It’s as volatile as water, disperses widely in 

the air, and doesn’t linger, so attacking troops 

could enter a battlefield soon after its release. 

But soman, too, is a formidable threat. It 

evaporates only a fifth as quickly as sarin and 

therefore persists longer in the environment. 

Soman’s tactical value “would be to deny the 

use of key terrain” by contaminating it, says 

Jonathan Newmark, a neurologist formerly 

with USAMRICD. 

Soman’s lightning-fast aging time means 

that oximes won’t work against it. During the 

Gulf War, soldiers deemed at a risk of exposure 

out in the field proactively took pyridostigmine 

bromide, a drug used to treat a neuromuscular 

disorder called myasthenia gravis. It lodges 

temporarily in the AChE gorge, thwarting nerve 

agent binding. A countermeasure that has to 

be taken before exposure has obvious limita-

tions: If terrorists were to get their hands on 

soman, they would almost certainly give no 

warning. —Richard Stone

How to defeat a nerve agent

SOMAN

2
minutes

TABUN

46
hours
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5
hours

VX
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hours
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A deadly grasp
Nerve agents bind to acetylcholinesterase 

(AChE), an enzyme that controls levels of the 

neurotransmitter acetylcholine. Each agent’s 

“aging time,” listed here, indicates how long it 

takes for the bond to become irreversible.

Taking an AChE-blocking 
drug before exposure 
ups the odds of surviving 
soman and its lightning-
 fast aging time.

Responders would have 
a brief window after 
exposure to treat sarin 
victims with oxime, 
which pries the nerve 
agent off AChE before 
aging is complete.

Reputedly short for 
“venomous agent X,” VX 
is the most toxic nerve 
agent: Several milligrams 
absorbed through 
the skin is a lethal dose.

A German chemist 
discovered tabun’s 
lethality in humans by 
accident in 1936. The 
first nerve agent saw 
extensive use during  the 
Iran-Iraq War.

Leaving group

Molecular fragment 
detaches during aging.
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IT’S IN THE LUNGS where mustard wreaks 

the most havoc. “Many soldiers on the 

battlefield don’t have symptoms, but years 

later they come to us with problems,” says 

Mostafa Ghanei, a physician at Baqiyatal-

lah University of Medical Sciences here who 

consults for the Organisation for the Prohi-

bition of Chemical Weapons (OPCW) in The 

Hague, Netherlands. Mustard creates what 

he calls a “unique pathology”: peribronchial 

fibrosis—a thickening in tissues surround-

ing the bronchi—coupled with an airway 

obstruction called bronchiolitis obliterans.

To get at the roots of these symptoms, the 

Iranian team is probing a complex cascade 

of biochemical perturbations that persists 

in mustard survivors. They have detected, 

for example, revved up signaling molecules 

involved in inflammation, such as tumor 

necrosis factor a (TNFa) and other cyto-

kines; skewed populations of natural killer 

cells and other immune cells; imbalances in 

the protein-destroying enzymes called pro-

teases; and a shortening of the telomeres, 

the “end caps” on chromosomes, which in-

dicates prematurely aged cells.

“They’re doing a really good job docu-

menting what’s going on,” Laskin says. But 

why the cellular dysfunction occurs decades 

after exposure is still a puzzle, he adds.

DNA methylation and other epigenetic 

alterations—chemical changes to DNA that 

can alter a gene’s expression without af-

fecting its protein-coding sequence—may 

underlie some of the lasting biochemical 

havoc, Ghanei says. He and colleagues have 

found evidence, for example, that meth-

ylation of tumor suppressor genes may 

inactivate them and help explain the devel-

opment of peribronchial fibrosis as well as 

slightly elevated rates of certain cancers, in 

particular blood cancers.

In the past, Ghanei says, mustard vic-

tims with chronic symptoms were given 

standard treatments for chronic pulmonary 

disorders such as asthma: corticosteroids to 

tamp down inflammation and b2-agonists 

for smooth muscle relaxation. He and his 

colleagues now view oxidative stress as a 

prime target, because levels of an important 

antioxidant and an enzyme that scavenges 

destructive free radicals are suppressed in 

mustard victims. Iranian doctors now treat 

chronic mustard patients with antioxidants 

such as N-acetylcysteine, which alleviates 

the frequency and severity of bronchiolitis 

attacks, Ghanei has found. 

Researchers in the United States are ex-

ploring other potential treatments. Drugs 

that neutralize TNFa might help, Laskin 

says. Another promising lead came when 

pediatric pulmonologist Livia Veress of 

the University of Colorado in Denver and 

colleagues zeroed in on fibrin clots in rats 

exposed to mustard. When she dissected 

the animals, she pulled out of their lungs 

white clots called casts that looked like 

“tree branches,” she says. “I realized I’d 

seen that before”—in children with plastic 

bronchitis, a rare complication of surgery 

to repair congenital heart defects. Veress 

tested a clot-busting drug, tissue plas-

minogen activator (tPA), in rats exposed 

to normally lethal mustard doses—they 

all survived. Her team has since given tPA 

to seven children with plastic bronchitis, 

which normally has a mortality rate of up 

to 60%. “These are really sick kids,” she 

says. All survived; other hospitals have 

treated 22 children, all of whom recovered, 

too. “It’s pretty darn cool,” Veress says. 

Her team is working toward U.S. Food and 

Drug Administration (FDA) approval for 

tPA’s use for plastic bronchitis and next 

month, they will start testing the drug in 

pigs to further demonstrate its potential as 

a sulfur mustard treatment. 

Those prospects, although tantalizing, 

are still on the horizon, and mustard re-

mains a grave concern: In March 2016, the 

Islamic State group shelled a village in Iraq 

near Kirkuk with rockets filled with mus-

tard. “It is just as much of a threat now as 

it was in the Iran-Iraq War,” Madsen says.

THAT IS EQUALLY TRUE for the nerve agents, 

which many nations still stockpile and 

which were used as recently as last April 

against civilians and rebel soldiers in Syria. 

Syed Abbas Foroutan remembers their 

grim debut. In March 1984, he was a young 

army doctor running a unit for treating 

mustard victims when some soldiers with 

unusual symptoms were brought in. They 

were coughing and short of breath, and 

some were vomiting and drifting in and out 

of consciousness. It was clear to the doctors 

that they weren’t dealing with mustard. 

“We could only say it was not this, not that,” 

Foroutan says—until he found a symptom 

common to all the victims: “Their pupils 

were constricted to pinholes.” 

That pointed to a nerve agent. Such weap-

ons form a covalent bond to and inactivate 

acetylcholinesterase (AChE), an enzyme 

that breaks down acetylcholine in synapses, 

thereby regulating levels of the neurotrans-

mitter. A few days later, comatose victims 

started arriving to the clinic. Foroutan 

checked their AChE levels—they were near 

zero. The clincher was that the ill soldiers 

responded to atropine, which binds to and 

blocks acetylcholine receptors, reducing the 

effects of excess levels of the neurotransmit-

ter. That realization was the beginning of a 

grave challenge for a young doctor fresh out 

of medical school, says Newmark, who has 

studied Foroutan’s experiences. “He was the 

Weapons in waiting

O
n the night of 26 October 2002, 

Russian special forces raided the 

Dubrovka Theater in Moscow, 

where terrorists were holding 

several hundred hostages. They 

had pumped a narcotic aerosol into 

the hall, aiming to incapacitate the 

terrorists. But the vapor was so potent 

that many hostages lapsed into a 

coma, and 124 of them died. In a nifty 

bit of detective work, the Defence 

Science and Technology Laboratory in 

Porton Down, U.K., analyzed clothing 

and urine from three survivors and 

revealed in 2012 that the narcotic was 

a combination of two fentanyl deriva-

tives, carfentanil and remifentanil, both 

far more powerful than morphine.

The botched raid marked the debut 

of a new chemical weapon, one of 

many that worry experts. The U.S. De-

partment of Homeland Security has a 

list of about 100 chemicals that pose 

a serious risk of being weaponized. 

Some were tested on animals decades 

ago, as the United States and other 

nations raced to acquire new chemical 

arms. Others are natural toxins that 

have long entranced weaponeers but 

are hard to disperse: tetrodotoxin 

from puffer fish, for example, and bot-

ulinum toxin, one of the most poison-

ous known compounds. (Sarin’s lethal 

dose in mice is 100 micrograms per 

kilogram; botulinum toxin’s is 0.001 

micrograms per kilogram.) These 

days, the huge availability of synthetic 

opioids “is worrying a lot of folks,” says 

David Jett, a neuroscientist at the U.S. 

National Institutes of Health (NIH) in 

Bethesda, Maryland. 

The potential threats are spurring 

a search for new countermeasures. 

NIH is backing studies on whether 

opioid overdose therapies such as 

naloxone could be used if opioids 

are ever weaponized again. But Jett 

notes that “it’s an arduous task 

to develop an antidote for every 

single threat agent.” Instead, NIH has 

categorized chemicals of concern 

according to their toxidrome, or the 

broad set of symptoms they trigger. 

(Nerve agents, for example, have 

their own toxidrome, as do blistering 

agents such as sulfur mustard.) The 

aim, Jett says, is to develop antidotes 

“that work for most, if not all, chemi-

cals in a toxidrome.” —Richard Stone
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world’s first physician to care for battlefield 

nerve agent casualties.” 

Undeterred by charges that it was engag-

ing in a war crime, Iraq repeatedly shelled 

Iranian forces with tabun, sarin, and a bi-

nary form of the agent, cyclosarin. As Iraqi 

chemists learned to synthesize nerve agents 

with fewer contaminants and the military 

became more adroit at delivering them, the 

attacks were deadlier. Some casualties went 

“from fully functioning to seizing and co-

matose in seconds,” Newmark says. Emadi, 

who witnessed such deaths, calls the vic-

tims “chemical martyrs.”

To cope with the more potent threat, 

Foroutan pumped afflicted patients with 

massive doses of atropine—up to 10 times 

the amount that the United States and the 

North Atlantic Treaty Organization advise, 

near the threshold where the drug itself be-

comes toxic. “Foroutan was doing the best 

he could with what he had,” Madsen says.

The radical treatment paid off, Newmark 

says. In most nerve agent fatalities, death 

occurs after the agent binds to enough 

AChE to block signal transmission from the 

brain’s respiratory center to the diaphragm, 

paralyzing the muscle that’s vital for breath-

ing. “It takes fairly high doses of atropine 

to get into the brain,” Madsen says. “What 

Foroutan did was intuitive. He gave so 

much atropine, we think that it started to 

take care of the [central nervous system] ef-

fects.” Newmark puts it this way: “If a sol-

dier got a snoot full of nerve agent, he was 

lucky to get to Foroutan’s unit.”

But what happened in later years to 

Foroutan’s patients—and to thousands of 

others who survived nerve agent attacks—is 

largely unknown. That frustrates research-

ers, who would like to follow up on hints 

that exposure takes a long-term toll.

One clue comes from an episode in the 

United States, during Prohibition, when 

doctors started seeing patients with muscle 

spasms, tingling and numbness in the legs, 

and, in some cases, paralysis. The cause 

turned out to be an adulterant, triorthocresyl 

phosphate, in a bootleg ginger liquor. That 

compound, like nerve agents, is an organo-

phosphate, and the symptoms that afflicted 

the “Ginger Jake” drinkers—some 30,000 

documented cases—are now known as or-

ganophosphate-induced delayed neurotox-

icity (OPIDN). The same syndrome affected 

one victim of the Aum Shinrikyo cult’s sarin 

terrorism, says Bahie Abou-Donia, a neurobi-

ologist at Duke University in Durham, North 

Carolina. “It would not surprise me to see OP-

IDN in the Iranian survivors,” Madsen says.

There’s firmer evidence, he says, that 

nerve agents mess with the mind. Studies 

of the Aum Shinrikyo survivors link expo-

sure “even at really low doses” to symptoms 

such as nightmares, headaches, drowsi-

ness, confusion, memory deficits, irrita-

bility, and depression—a syndrome called 

organophosphorus-ester-induced chronic 

neurotoxicity (OPICN). In March 1991, dur-

ing the Gulf War, tens of thousands of U.S. 

soldiers may have been exposed to low doses 

of sarin after the destruction of an Iraqi am-

munition dump, says Abou-Donia, a sarin 

expert. An unknown percentage of cases of 

the still-controversial Gulf War Syndrome, 

he says, may in fact be OPICN. 

More clarity on the long-term effects of 

nerve agents will come from a U.S. National 

Toxicology Program report on sarin. The 

draft review concludes that sarin’s chronic 

effects include AChE inhibition, vision and 

memory problems in people, as well as 

nerve pathology detailed in animal studies. 

The Iranian veterans could yield a more 

definitive picture. “Whatever comes out 

of Iran on this,” Newmark says, “will be 

the best human data that exists.” But so 

far, no one is gathering it. After the war, 

Foroutan became a professor—he’s now 

at Shahid Beheshti University of Medi-

cal Sciences here—and has not tracked his 

former patients. And zeroing in on late 

nerve agent effects is not simple. “We don’t 

have reliable information on who was ex-

posed solely to nerve agents,” says Janba-

zan medical researcher Batool Mousavi, 

because of the Iraqi practice of bombard-

ing troops with nerve agents and mustard 

simultaneously or on consecutive days. 

Foroutan believes that it’s not too late to 

delve into the long-term consequences. “We 

need a Sardasht cohort for nerve cases,” he 

says. It could even be an international ef-

fort, Newmark suggests, if Iran were to set 

up a collaboration under OPCW’s auspices. 

“It’s important to know if neuropathology 

and resultant long-term effects actually 

occur in humans,” Jett adds, “before we 

approach the FDA for approval of a neuro-

protectant drug.”

In the heart of Tehran, a modest one-story 

building is a living memorial to Iran’s chem-

ical weapons victims. Inside the Tehran 

Peace Museum, exhibits recount the global 

history of chemical warfare. Chemical vic-

tims of the Iran-Iraq War volunteer as do-

cents. One is named Ali Reza Yazdanpanah.

When he was 15 years old, Yazdanpanah 

tricked his mother into signing his enlist-

ment papers. Several weeks later, he and 

31 other young men in his regiment were 

exposed to mustard near Khorramshahr, a 

port city on the Persian Gulf, near the Iraq 

border. Some of the blistering agent got in 

his eyes. “I lost my sight for some time,” he 

says. It came back, but he has had to endure 

four cornea transplantations, and is on a 

waiting list for a new pair of lungs. He says 

he has never felt completely well. 

Yazdanpanah is keeping the memory 

alive. And as a subject in Iran’s research ef-

forts, he hopes his experience will benefit 

future victims of these ghoulish weapons. 

“The best years of my life,” he says, “were 

stolen from me.”        j

Reporting for these stories was supported 

by the Pulitzer Center on Crisis Reporting.

Female volunteers learning to use gas masks in a Tehran mosque in May 1988. In the waning days of the war, Iraq 

resorted more frequently to bombarding soldiers and civilians with sulfur mustard and nerve agents.
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Research resolutions

NEXTGEN VOICES

We asked young scientists this question: What is your New Year’s 

resolution for your fi eld?  Describe one thing that your fi eld’s 

research community could do better in the coming year. We received 

responses from scientists around the world representing a variety 

of fi elds. Excerpts of their responses are printed below. —Jennifer Sills

must learn to effectively communicate. 

Plant pathologists are in an ideal position 

to address this issue—they are centered 

between farmers, scientists, and the 

public. This year, it is imperative that 

our field works toward meaningful and 

targeted collaboration. 

Lauren Massa Segal
Department of Plant Pathology, University of 
Nebraska–Lincoln, Lincoln, NE 68583, USA. 
Email: lsegal3@gmail.com

Forensic statisticians need to do a bet-

ter job of communicating with lawyers, 

judges, and other practitioners. Poor 

communication in the forensic and legal 

fields can lead to miscarriages of justice. 

LETTERS

INSIGHTS

Communication and outreach 
Environmental scientists should con-

nect with people who depend on natural 

resources, such as farmers, fishermen, 

and hunters. This year, we should strive to 

start a dialogue, build trust, and ultimately 

create collaborative research projects for 

more sustainable use and management of 

natural resources.  

Felicia Olmeta-Schult
Environmental and Natural Resource Sciences, 
Washington State University, Vancouver, WA 98686, 
USA. Email: folmeta@wsu.edu

In a world where fact checking is at an 

all-time low and the positive public per-

ception of science is dwindling, scientists P
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It is our responsibility to work with 

practitioners to improve forensic science 

techniques and the discussion of such 

techniques in the courtroom. 

Sam Tyner
Center for Statistics and Applications in Forensic 
Evidence, Iowa State University, Ames, IA 50014, 
USA. Email: sctyner@iastate.edu

Earth scientists should resolve to talk 

more publicly about what we do know. 

Traditionally, scientists emphasize uncer-

tain results that require more research. But 

taking this tack with the public invites con-

fusion. Instead, we should be talking about 

our well-established findings. For example, 

we are certain that Earth’s ice is melting, 

with substantial consequences for coastal 

erosion and flooding, saltwater inundation, 

and water security. We are also certain that 

human action can postpone the arrival of 

the most dire effects. 

Twila Alexandra Moon
National Snow and Ice Data Center, University of 
Colorado, Boulder, CO 80309, USA. 
Email: twila.science@gmail.com

In the current U.S. political climate, 

science is under attack. Our representa-

tives circulate falsehoods that blatantly 

contradict scientific literature. This 

year, the medical research community’s 
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thereby enabling mass production of the 

protective antibodies. 

Jennifer Chen
Yale School of Medicine, New Haven, CT 06510, USA. 

Email: jennifer.s.chen@yale.edu

I hope that computational biologists can 

take part in more multi-institutional 

projects that involve both computational 

and experimental researchers from 

academia and industry. Such collabora-

tion could help us solve real-life practical 

problems. 

Bipin Singh
School of Engineering and Technology, BML Munjal 

University, Gurgaon, Haryana 122413, India. 

Email: bipin.singh@bmu.edu.in

For kidney disease researchers, inter-

disciplinary collaboration between 

scientists focusing on renal diseases, 

cell reprogramming, 3D printing, and 

biomechanics is urgently needed this 

year to push forward the development of 

artificial organs. 

Bo Cao
Core Research Laboratory, The Second Affiliated 

Hospital, School of Medicine, Xi’an Jiaotong 

University, Xi’an Shaanxi, 710004, China. 

Email: bocao@vip.qq.com

Data sharing and analysis
In an era of next-generation sequencing 

and artificial intelligence processing of 

large amounts of biological data, the field 

of molecular biology should go beyond 

statistical power and fulfill three criteria: 

statistical, biological, and clinical sig-

nificance. Often, statistically significant 

associations in the laboratory do not have 

significant clinical utility. We should adopt 

a clinical perspective that allows clinicians 

and scientists to harness the power of big 

data to improve the lives of patients.

Bryce W. Q. Tan
Department of Physiology, National University 
of Singapore, Singapore 117456, Singapore. 
Email: brycetan03@hotmail.com

The life sciences community should 

resolve to generate and interpret data 

more responsibly. We need to dispel 

myths and fears surrounding data 

analytics, adequately train our scientific 

workforce, and encourage open data and 

protocol sharing. We need to prevent 

data dredging, encourage complete and 

transparent reporting, avoid financial and 

nonfinancial conflicts, and reward repro-

ducibility as much as novelty.

Prashant Sood
MRC Centre for Medical Mycology, Institute of 
Medical Sciences, University of Aberdeen, Aberdeen 
AB25 2ZD, UK. Email: drprashantsood@gmail.com

This year, geologists should emphasize 

observation-driven over model-driven sci-

ence. Our models may speak to physically 

possible hypotheses, but they often fail to 

be predictive. 

Stuart Parker
Idaho State University, Pocatello, ID 83204, USA. 
Email: parkstua@isu.edu

My New Year’s resolution for psychology 

and neuroscience is to move beyond a “one-

size-fits-all” approach to mental health 

treatments. We could improve treatment 

effectiveness by taking individual variabil-

ity into account. In the next year, I hope 

that the field works to identify neurologi-

cal, genetic, and psychological markers of 

who will best respond to specific interven-

tions or combinations of interventions.

Matthew A. Scult
Department of Psychology and Neuroscience, 
Duke University, Durham, NC 27708, USA. 
Email: matthew.scult@duke.edu

In 2018, I think my field of cancer 

nanotechnology could benefit from more 

complete reporting of experimental 

details, particularly nanoparticle concen-

trations, animal experiment details, and 

cell experiment details. Most publications 

engagement in politics must expand 

beyond matters pertaining to the NIH 

budget. We can begin by pressuring our 

representatives and making our voices 

heard. But to initiate the path toward 

systemic change, we must ultimately culti-

vate challengers of the political status quo 

from within our research communities. It 

is time to bring our passion from the lab 

bench to the podium. 

Ryan Dz-Wei Chow
Yale School of Medicine, New Haven, CT 06510, USA. 
Email: ryan.chow@yale.edu

My New Year’s resolution for biologists: Do 

a better job explaining to the public why 

natural history museum collections are 

important. Natural historians are some-

times misunderstood as hunters or stamp 

collectors, but their collections, when 

curated ethically and legally, can open up a 

world of knowledge about our planet. 

Prosanta Chakrabarty
Museum of Natural Science, Louisiana State 
University, Baton Rouge, LA 70803, USA. 
Email: prosanta@lsu.edu

Deep sequencing and genome-editing 

technologies make personalized medi-

cine, gene therapies, and transgenic 

livestock possible. Yet manipulation of 

genetic material carries a social stigma, 

due to ethical and ecological concerns. To 

overcome this stigma, the gene-editing 

community needs to better communicate 

the implications (good or bad) of our 

research to the public.

Martin Pacesa
Department of Biochemistry, University of Zurich, 
8057 Zurich, Switzerland. 
Email: m.pacesa@bioc.uzh.ch

Interdisciplinary collaboration
In 2018, I hope that human genetics 

researchers will increase our under-

standing of the biological mechanisms 

underlying genome-wide association study 

data by collaborating with computational 

and experimental scientists.

Anna Igorevna Podgornaia
Merck Research Labs, Boston, MA 02115, USA. 
Email: anna.podgornaia@merck.com

When infectious diseases strike, serum 

from survivors can be administered to oth-

ers to confer passive immunity. However, 

serum-based therapy is inefficient and 

expensive. Moving forward, immunolo-

gists and public health officials should 

strengthen their pipelines to identify such 

survivors and sequence their antibodies, P
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A kidney researcher hopes that collaborations will 

lead to artificial kidneys similar to this bladder.

A natural historian resolves to better explain the 

value of museum collections to the public.

Neuromorphic engineers try to create 

circuits and algorithms that function like 

the human brain. However, once a basic 

biological model is implemented, most 

efforts focus on algorithmic efficiency, 

which makes the system less realistic. 

We need more input from neurosci-

entists. My New Year’s resolution is to 

create a close-knit community of engi-

neers and scientists. 

Rishi Raj Singh Sidhu
Electrical Engineering, Centre of Excellence 
in IC Design (VIRTUS), Nanyang Technological 
University, Singapore, 639798, Singapore. 
Email: rishirajsidhu@gmail.com
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provide minimum explanation in these 

areas, which can make reproducing the 

findings difficult.

Desiree Van Haute
Jefferson, AR 72114, USA. 
Email: desireevanhaute@gmail.com

My 2018 resolution would involve a com-

munity effort by biologists to integrate 

data from various sources in databases, 

which would become available to 

everyone as fast as possible. Analysis of 

these data by research labs with diverse 

interests would lead to an explosion of 

scientific discoveries.

Nikos Konstantinides
Department of Biology, New York University, New 
York, NY 10003, USA. Email: nk1845@nyu.edu

I wish that the field of education research 

could come together to (finally) agree upon 

a common core. Without agreement on the 

foundations of learning and teaching, the 

field remains divided and of limited use to 

practitioners and decision-makers.

Beat A. Schwendimann
Berkeley, CA 94720, USA. 
Email: beat.schwendimann@gmail.com

Affordable research benefits
Arsenic in rice is a huge problem in 

Southeast Asia. My New Year’s resolution 

for environmental scientists is to come up 

with low-cost and easily applicable solu-

tions that allow local farmers to grow safe 

rice crops.

Sudhakar Srivastava
Institute of Environment and Sustainable 
Development, Banaras Hindu University, Varanasi, 
Uttar Pradesh 221005, India. 
Email: sudhakar.srivastava@gmail.com 

At its current cost, there is no hope 

that next-generation sequencing will 

be accessible enough to affect medical 

diagnosis. Sequencing has become a 

profit-driven business. This year, biotech-

nology companies should take seriously 

the task of creating a $100 genome, a cost 

directly controlled by reagent pricing. A 

lower price tag would make personalized 

medicine a global possibility, give better 

data sets for population studies, and make 

academic research more feasible.  

Raffaele Fiorenza
Sequencing Operations Lab, New York Genome 
Center, New York, NY 10013, USA. 
Email: ralphie.fiorenza@gmail.com

This year, we need to discuss how we 

will achieve sustainable and affordable 

oncology with relevant stakeholders, from 

consumers, researchers, and clinicians 

to leaders in industry and government. 

Exploring new funding models and finan-

cial structures that continue to incentivize 

discovery and innovation will be critical 

for our continued success in treating late-

stage cancer.

Ken Dutton-Regester
QIMR Berghofer Medical Research Institute, 
Brisbane, QLD 4006, Australia. 
Email: ken.dutton-regester@qimrberghofer.edu.au 

Diversity in science
My research resolution for ecology would 

be to ensure that those who have the chance 

to research biodiversity are as diverse as 

the communiti es we study. Ecologists need 

to do more to recognize the contributions 

of women and minority researchers and 

to break down systemic barriers to their 

inclusion, such as the prevalence of unpaid 

“voluntary” field experience positions. We 

study behavior and species interactions in 

the field; let’s be as aware of our own biases.

Rachel Hale
Ocean and Earth Science, National Oceanography 
Centre Southampton, University of Southampton 
Waterfront Campus, Southampton, Hampshire 
SO14 3ZH, UK. Email: r.hale@soton.ac.uk

In 2018, instead of focusing on postdoc 

positions, physics advisers at research 

institutions should customize career plans 

for their Ph.D. candidates that take into 

account each individual’s goals, interests, 

and abilities.  

Emre Ozan Polat
ICFO-The Institute of Photonic Sciences, 08860 
Barcelona, Spain. Email: emre-ozan.polat@icfo.es

Postdoctoral fellows are a major driving 

force of biomedical research, but many 

postdocs are undercompensated and 

underrecognized. Our field should remedy 

this by acknowledging their role as intel-

lectually independent scientists. More 

invitations could be directly extended to 

postdocs to pen commentaries, serve as 

panelists, review grant proposals, and 

referee manuscripts. Many postdocs 

already assist their lab heads in review 

tasks; inviting them to formally serve as 

reviewers will be a major step toward bet-

ter postdoc recognition.   

Edward Lau
School of Medicine, Stanford University, Palo Alto, 
CA 94305, USA. Email: lau1@stanford.edu

My New Year’s resolution for ecologists: 

Pay more attention to the science pro-

duced by women and underrepresented 

minorities. Ensure diversity of keynote 

speakers, panels, journal editors, and 

awards. Insist upon field excursions and 

labs that are supportive and inclusive so 

that all trainees can thrive. 

Audrey L. Mayer
SFRES, Michigan Technological University, 
Houghton, MI 49931, USA. Email: almayer@mtu.edu

Although biology graduate programs 

now have a balance of men and women, 

the leaky pipeline persists. One challenge 

to increasing diversity is ongoing sexual 

harassment on campus, at conferences, 

and during field work. Such a hostile 

environment prevents us from creating 

an inclusive community. Everyone, men 

in particular, must step up to combat 

sexual harassment.

Easton R. White
University of California, Davis, Davis, CA 95616, USA. 
Email: eawhite@ucdavis.edu

10.1126/science.aar7504

An environmental scientist 

hopes to help farmers, 

such as this one in Thailand, 

affordably grow safe 

rice crops.
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By Mark J. Fitzpatrick and 

Allan H. Edelsparre

H
uman-induced climate change is 

causing rapidly changing global 

temperatures and extreme fluctua-

tions in precipitation. These changes 

force organisms to adapt and evolve 

or face extinction. Understanding 

and predicting the evolutionary responses 

to climate change is critical for preserving 

biodiversity, but predictions are challenging 

because they involve interactions between 

adaptive plasticity (such as altered breed-

ing times) and evolved responses (such as 

increased metabolism). On page 83 of this 

issue, Bay et al. (1) combine high-resolution 

genomic sequencing with population trends 

and global climate predictions to estimate 

the adaptive potential (that is, the genetic 

variation necessary for adaptation) of yel-

low warblers (see the photo) to climate 

change and predict future population de-

clines. In doing so, they produce a powerful 

tool for estimating genomic vulnerability to 

climate change and locate candidate genes 

that are key for climate change adaptation.

Yellow warblers are migratory birds with 

a wide distribution across North America. 

They occupy a rich set of habitats that range 

from marshes and forests to urbanized ar-

eas. They can be found in lowlands as well 

as at high altitudes, such as in the Rocky 

Mountains in the west and the Appalachian 

Mountains in the east. Given their wide 

distribution and general abundance, recent 

declines of some populations have raised 

concerns that yellow warblers may be nega-

tively affected by climate change (2). 

Bay et al. initially obtained DNA samples 

from 229 birds, representing 21 populations 

that span the yellow warbler breeding range. 

They used more than 100,000 nucleotide 

markers [single-nucleotide polymorphisms 

(SNPs)] to characterize the statistical asso-

ciations between current population-level 

genetic variation and 25 environmental 

variables associated with climate change. 

The variables included factors associated 

with precipitation, temperature, elevation, 

tree cover, and vegetation. The strongest 

associations between genomic and envi-

ronmental variation were those related to 

precipitation. This makes sense, because 

changes in precipitation directly influence 

biomass, which in turn affects other fac-

tors, such as shelter and food availability. 

Extreme changes in precipitation remain 

among the most important, but least under-

stood, consequences of rising temperatures 

across the globe (3). 

By extracting information from their as-

sembly of the yellow warbler genome, the 

authors assessed the adaptive potential of 

each population by piecing together a por-

trait of genomic regions that respond to 

climate-related changes and then searched 

for traces of selection in those regions. One 

A study of yellow warblers identifies genomic regions involved in climate change adaptation 
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major advantage to teasing out the adaptive 

potential from standing genetic variation is 

that it gives us the ability to ask whether 

such information can be used to forecast 

climate-related declines. By comparing the 

genomically determined adaptive potential 

of each population with local climate-re-

lated variables, Bay et al. were able to deter-

mine which populations have the greatest 

mismatch with their environment (as deter-

mined by the degree to which their genomic 

variation matches the environmental varia-

tion they experience), a metric they refer to 

as genomic vulnerability.

The most vulnerable populations largely 

reside along the Rocky Mountains, a region 

particularly affected by droughts over the 

past decade (4). The authors determined 

that these vulnerable populations coincide 

with recent population declines reported in 

the literature (5). This link between genomic 

vulnerability scores and realized population 

trends strongly suggests that genomic vul-

nerability accurately forecasts which popula-

tions may be at risk of declining. This allows 

conservation efforts to target these identified 

areas and populations before environmental 

conditions become unsustainable. 

The estimates of adaptive potential within 

species can be used to identify the traits 

and genes influenced by climate change. To 

do so, Bay et al. took a closer look within 

the important genomic regions discussed 

above. They found a strong association 

between climate (e.g., precipitation) and a 

SNP marker on chromosome 5, located very 

close to DRD4 and DEAF1; these two genes 

were previously linked with migration and 

exploratory behavior in several species, in-

cluding birds (6) and humans (7). Initial 

responses to climate change likely involve 

highly plastic traits like behavior, where 

individuals themselves can act to better 

match their current environmental condi-

tions; examples include avoidance behavior, 

retreating or reclaiming new habitats, diet 

modifications, dispersal, and migration. 

Although the direct involvement of 

DRD4/DEAF1 needs to be established, 

their potential role in climate change ad-

aptation is intriguing and raises the possi-

bility that behavioral genes may represent 

“first responders” to climate change adap-

tation. If these adaptations involve dietary 

changes, dispersal, and migration, then 

additional candidate genes may include 

Pgi (8), npr-1 (9), and foraging (10), all 

of which have been associated with food 

search and dispersal.

Identifying general features of evolution-

ary responses to climate change is a crucial, 

but intricate, mission. Climate-driven adap-

tations will necessarily involve the genome, 

but time- and context-dependent factors will 

likely influence the specific pathway that any 

given population takes (including extinc-

tion). Some scenarios will directly lead to the 

evolution of new/modified alleles, whereas 

other scenarios may exist without any tra-

ditional genomic responses but instead be 

regulated by factors such as adaptive plastic-

ity and epigenetics. The latter is particularly 

interesting, because both DRD4 (11) and for-

aging (12) can be regulated epigenetically to 

produce variations in behavioral tendencies 

that underlie food-searching and exploratory 

strategies within populations. 

Climate change is happening and, despite 

growing global concern, is predicted to prog-

ress (13). Bay et al.’s study of the yellow war-

bler shows that, although populations can 

evolve in response to climate change, this 

response is limited by the adaptive poten-

tial and genomic vulnerability found among 

populations. A critical next step will be to 

determine how broadly these findings apply 

to other species and communities, especially 

those that are highly threatened. Time is of 

the essence. The widespread impact of cli-

mate change on our ecosystems and biodi-

versity has occurred over a relatively short 

time scale (about 50 years). According to the 

global forecasts of future climate change, 

the pervasive impact and strain on biodiver-

sity will only intensify (3).        j 
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“...behavioral genes may 
represent ‘first responders’ to 
climate change adaptation.”

By Joshua C. Saldivar and 

Karlene A. Cimprich

D
uring mitosis, each duplicated chro-

mosome must be accurately attached 

to the microtubule spindle, which 

pulls the chromosomes to opposite 

poles of the cell, where they are seg-

regated to daughter cells. A num-

ber of mitotic kinases orchestrate mitosis 

to ensure accurate segregation, including 

cyclin-dependent kinase 1 (CDK1), the Polo-

like kinases, and the Aurora kinases (1). The 

kinase ATR (ataxia telangiectasia and Rad3-

related), which is involved in DNA damage 

responses during interphase of the cell cy-

cle, has also been shown to prevent chromo-

some segregation errors (2). However, this 

role of ATR was presumed to be an indirect 

effect. On page 108 of this issue, Kabeche et 

al. (3) unveil a mitosis-specific ATR activity 

that ensures proper chromosome segrega-

tion and that this activity is dependent on 

a specific three-stranded nucleic acid struc-

ture known as an R loop. 

ATR is a master regulator of the cellular 

responses to DNA damage and DNA replica-

tion stress by controlling cell-cycle progres-

sion, replication origin firing, replication fork 

stability, and DNA repair (4). These functions 

are mediated by the kinase activity of ATR 

and safeguard genome integrity. Kabeche et 

al. found that ATR is localized to and active 

at mitotic centromeres, the chromosomal re-

gion where the microtubule spindle attaches 

(see the figure). Because no mitosis-specific 

function of ATR was previously known, this 

is an intriguing observation.

Microtubules of the mitotic spindle at-

tach to kinetochores at centromeres to 

facilitate chromosome segregation (5). 

Given the local activation of ATR at the 

centromeres of mitotic chromosomes, the 

authors assessed chromosome segregation 
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when ATR was inactivated in mi-

tosis and observed “lagging” chro-

mosomes in anaphase (a stage of 

mitosis). A lagging chromosome 

is observed when it is not accurately 

attached to the mitotic spindle as the 

spindle pulls chromosomes to oppo-

site spindle poles (see the figure). 

Failure to properly segregate chro-

mosomes can lead to aneuploidy (an 

abnormal number of chromosomes 

in a cell) (5). Importantly, mitotic 

inactivation of ATR resulted in an-

euploidy, suggesting that the mito-

sis-specific activity of ATR promotes 

accurate chromosome segregation.

On the surface, this specific ATR 

activity appears counterproduc-

tive. Throughout interphase, ATR 

suppresses the activity of multiple 

CDKs, which controls DNA repli-

cation and cell-cycle progression. 

However, mitosis is a period of high 

CDK1 activity. It is unknown why 

ATR activation in mitosis does not 

suppress CDK1 activity and delay 

mitotic progression. One possibil-

ity is that the pathways that link the 

ATR pathway to CDK1 inactivation 

are rewired in mitosis. Alternatively, 

the focal activity of ATR at centro-

meres may spatially separate ATR 

and CDK1 throughout mitosis.

Kabeche et al. investigated how ATR is 

activated in mitosis at centromeres. In in-

terphase, ATR is activated by specific DNA 

structures that form during DNA replica-

tion (S phase) or at DNA damage sites. 

Minimally, these structures consist of sin-

gle-stranded DNA (ssDNA) and a 59-ended 

ssDNA–double-stranded DNA junction (4). 

Because mitotic chromosomes are highly 

condensed and residual replication struc-

tures are processed by mitotic nucleases, it 

is unlikely that these structures would be 

abundant and specific to centromeres to 

activate ATR. Moreover, in S phase, centro-

meric repeat regions form structures that at-

tenuate ATR activation (6).

Kabeche et al. speculated that R loops may 

be the centromere-specific ATR-activating 

structures. R loops are RNA-DNA hybrids 

with a displaced ssDNA loop [which is bound 

by replication protein A (RPA)] that could 

serve as a platform for ATR recruitment. 

Indeed, they showed that mitotic centro-

meres are enriched for RNA-DNA hybrids. 

Disruption of these hybrids prevented ATR 

recruitment and kinase activity at centro-

meres and increased the frequency of lag-

ging chromosomes. The recruitment of ATR 

to centromeric R loops is complex because it 

depends on Aurora A and centromere protein 

F (CENP-F), which may bring ATR to the cen-

tromere. Once recruited, exactly how ATR is 

activated at centromeres remains unclear. In 

other contexts, ssDNA is only sufficient to re-

cruit ATR to chromatin; activation requires a 

second factor to stimulate kinase activity. Un-

derstanding ATR activation at R loops will be 

an interesting area for future investigation. 

How does centromeric ATR promote chro-

mosome segregation? Inhibition of ATR ki-

nase activity decreased Aurora B activity at 

centromeres, where Aurora B normally en-

sures that sister kinetochores are attached 

to microtubules from opposite spindle poles. 

Loss of this Aurora B function leads to lag-

ging chromosomes (7), which is in agree-

ment with a mitotic role of ATR to increase 

Aurora B activity. Kabeche et al. also showed 

that the main downstream effector of ATR, 

checkpoint kinase 1 (CHK1), is needed for 

full activation of Aurora B, which is consis-

tent with a previous study (8). 

One of the intriguing findings is the in-

volvement of R loops in ATR–Aurora B sig-

naling. R loops can be harmful and induce 

DNA breaks and genome instability (9), but 

they are also known to have important regu-

latory roles in transcription (10). Kabeche et 

al. show that in the context of mitotic centro-

meres, R loops serve as a signaling hub for 

the ATR pathway and are critical for chromo-

some stability. Whether other processes and 

signaling pathways intersect at and depend 

on R loops remains to be explored. 

How R loops form at centromeres 

during mitosis is also a mystery. Al-

though most transcription is down-

regulated in mitosis, there is active 

transcription at centromeres (11, 12). 

Whether this transcription leads to 

R loop formation is unclear. In fact, 

previous work concluded that single-

stranded long noncoding RNAs (lnc-

RNAs) are formed and required for 

the centromeric localization of the 

chromosomal passenger complex, 

which includes Aurora B, potentia-

tion of Aurora B kinase activity, and 

accurate chromosome segregation 

(12). The functional similarities of R 

loops and lncRNAs are striking and 

raise numerous questions, includ-

ing whether these nucleic acids have 

distinct functions at centromeres or 

whether they are somehow related. 

Kabeche et al. conclude that cen-

tromeric R loops serve as a focus 

for mitotic ATR signaling, promot-

ing full activation of Aurora B and 

ensuring accurate chromosome seg-

regation. This finding may prompt 

consideration of ATR as a peer of the 

classic mitotic kinases. Many aspects 

of this story are surprising, not least 

being why cells need such a complex 

response involving transcription, R loop for-

mation, ATR recruitment, and consequent 

CHK1 phosphorylation to induce a moder-

ate increase in Aurora B activity. Perhaps 

it allows the spatiotemporal modulation of 

Aurora B, preventing excessive Aurora B ac-

tivity away from centromeres? It will also be 

interesting to learn whether centromeric R 

loops signal to proteins other than ATR and 

whether centromeric ATR has other down-

stream targets. Undoubtedly, Kabeche et al. 

will motivate new investigations into the im-

portance of ATR during mitosis. j
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R loops activate ATR in mitosis
ATR activity at the centromere of mitotic chromosomes is induced by 

R loops and requires Aurora A and CENP-F. ATR phosphorylates 

CHK1, which phosphorylates Aurora B, which promotes kinetochore-

microtubule attachments and accurate chromosome separation.
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By Christian Jobin

A
ccumulating evidence indicates that 

dysregulation of microbiota-host 

interactions associates with various 

diseases, including inflammatory 

bowel diseases (IBDs), colorectal 

cancer, diabetes, and liver cirrho-

sis (1). Recently, research has generated 

paradigm shifts in concepts about the in-

teractions between bacteria and cancer 

therapeutic drugs. For example, bacteria 

modulate the antitumor efficacy in pre-

clinical models of various chemotherapies 

(2–4) and immunotherapeutic agents (5, 6). 

Conceptually, these findings suggest that 

bacteria-mediated interactions with the 

immune system are essential for optimal 

drug efficacy. However, there is limited in-

formation regarding the functional impact 

of the composition of the human microbi-

ome and therapeutic outcomes in cancer 

patients. On pages 91, 97, and 104 of this 

issue, Routy et al. (7), Gopalakrishnan et 

al. (8), and Matson et al. (9), respectively, 

address this important issue and demon-

strate that patients can be stratified into 

responders and nonresponders to immu-

notherapy on the basis of the composition 

of their intestinal microbiomes, suggesting 

that microbiota should be considered when 

assessing therapeutic intervention.

Effector T lymphocytes represent a 

critical branch of the adaptive immune 

response to antigens, and controlling the 

length and strength of this activation is 

necessary to preserve healthy tissues from 

the destructive potential of these cells. A 

series of coinhibitory molecules, called 

immune checkpoints, expressed by anti-

gen presenting cells are responsible for 

switching off T cell activation and termi-

nating the immune response. Although 

this regulatory system is essential for a 

measured immune response, and thus for 

host homeostasis, expression of immune 

checkpoint molecules by tumor cells leads 

to inactivation of cytotoxic CD8+ T cells (a 

type of effector T lymphocyte) and, as a re-

sult, evasion of the antitumor immune re-

sponse. Unleashing the power of adaptive 

immune responses by targeting immune 

checkpoints, such as the programmed cell 

death protein 1 (PD-1)–PD-1 ligand 1 (PD-

L1) axis has emerged as a promising ap-

proach for cancer therapy in solid tumors. 

However, patient responses to immune 

checkpoint therapies are heterogeneous 

and transient, a phenomenon related to 

limited immune cell infiltration of tumors 

and an immunosuppressive tumor micro-

environment. Because microbiota have a 

pronounced modulatory effect on the im-

mune system, they may enhance responses 

to immune checkpoint therapies.

In an effort to identify microbes associ-

ated with treatment responsiveness, Go-

palakrishnan et al. surveyed the oral and 

intestinal microbiota of patients with meta-

static melanoma undergoing anti–PD-1 

therapy. Interestingly, patients responding 

to this therapy had a high relative abun-

dance of bacteria of the Faecalibacterium 

genus, whereas nonresponding patients 

displayed a high relative abundance of 

bacteria of the order Bacteroidales in their 

feces (indicating the presence of these bac-

teria in the intestines). They observed that 

the strongest fecal microbial predictors of 

anti–PD-1 therapy response were bacterial 

diversity and abundance of Faecalibacte-

rium and Bacteroidales. No such micro-

bial correlations were observed in the oral 

cavity, suggesting that the intestinal com-

munity is the source of bacterial-immune 

synergy for response to anti–PD-1 therapy. 

By also analyzing patients with metastatic 

melanoma undergoing this therapy, Mat-

son et al. found responding patients had 

an increased abundance of eight microbial 

species, including Bifidobacterium longum. 

The presence of this species in the intes-

tines of tumor-bearing mice was previously 

found to improve anti–PD-L1 therapy (6). 

Interestingly, two species were also associ-

ated with nonresponsiveness (Ruminococ-

cus obeum and Roseburia intestinalis).

Routy et al. studied interactions between 

microbiota and response to anti–PD-1 treat-

ment in patients with non–small cell lung 

cancer, renal cell carcinoma, and urothelial 

carcinoma. They observed that antibiotic 

exposure, taken during the course of cancer 

therapy to treat various infections, nega-

tively correlates with patients’ response 

to anti–PD-1 treatment. This suggests that 

disruption of microbial networks and loss 

of specific bacterial clades interfere with 

the efficacy of immune checkpoint block-

ade. Comparing the fecal microbiota of 

responders to nonresponders revealed in-

creased relative abundance of Akkermansia 

muciniphila in patients showing favorable 

outcomes to anti–PD-1 treatment. Routy et 

al. surmised that microbial diversity and 

composition are a predictor of anti–PD-1 

treatment response for these types of can-

cer. If the microbiota of responding patients 

containing immunoregulatory bacteria (for 

example, Akkermansia, Faecalibacterium, 

and Bifidobacterium) functionally drive 
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anti–PD-1 efficacy, then it is expected that 

germ-free mice implanted with human tu-

mor cells and transplanted with feces from 

these patients [a technique known as fecal 

microbiota transplantation (FMT)] would 

display better responses to treatment. 

Routy et al. and Gopalakrishnan et al. ob-

served an improved response to anti–PD-1 

therapy in mice receiving FMT from re-

sponsive patients compared to that in mice 

colonized with feces from nonresponsive 

patients. Gopalakrishnan et al. showed 

this improved response correlated with a 

higher abundance of Faecalibacterium in 

the feces of the mice. Matson et al. observed 

that anti–PD-L1 treatment was only effec-

tive in mice receiving FMT from responding 

patients, with five out of the eight strains 

originally found to be associated with anti–

PD-1 response in patients detected in the 

feces of the mice, including Bi-

fidobacterium. In all three stud-

ies, tumors of mice receiving 

FMT from responsive patients 

displayed a higher density of 

CD8+ T cells compared to that 

in tumors in mice that received 

nonresponder FMT. This sug-

gests that immune checkpoint 

therapy targets the repertoire 

and activity of host immune 

cells and induces antitumor re-

sponses mediated both by CD8+

T cells and a decrease in CD4+

regulatory T (T
reg

) cells, which 

are immunosuppressive.

An important and clinically 

relevant issue is whether ma-

nipulation of the intestinal 

microbiome could turn pa-

tients that are nonresponsive 

to immune checkpoint block-

ade into responders. Routy et 

al. found that introduction of 

A. muciniphila to mice receiv-

ing human nonresponder FMT 

reversed the low response to 

PD-1 blockade, improving anti-

tumor immune cell infiltration 

and activity in tumors. Overall, 

these studies report a fascinat-

ing interaction between intes-

tinal bacteria and antitumor 

efficacy of PD-1 blockade in pa-

tients, suggesting that precision 

medicine strategies should in-

clude the intestinal microbiota 

as a potential treatment modi-

fier (see the figure).

What is the evidence that mi-

crobiota-derived research could 

translate to new therapeutics? 

The most celebrated medical 

success targeting microbiota 

came from the field of infectious diseases, 

with FMT-mediated treatment of recurrent 

Clostridium difficile infection (CDI), a lead-

ing cause of antibiotic-associated diarrhea 

with an alarming increased incidence in 

Europe, Asia, and the United States. Pa-

tients with recurrent CDI showed a 90% 

clinical response rate after FMT with feces 

from healthy donors (10). This resulted in 

considerable effort from both academic and 

private enterprises to design synthetic mi-

crobial communities to treat various micro-

biota-associated diseases such as CDI and 

IBDs. A similar route could be envisioned 

for cancer treatment, where synthetic mi-

crobial communities could be assembled 

to optimize patient responses to immuno-

therapy. Intestinal microbial communities 

have the capacity to modulate health status 

by engaging various immune and nonim-

mune cell types through microbial-derived 

structures (RNA, DNA, and membrane 

components) and by generating an impres-

sive network of metabolites. In addition to 

having individualized microbiota, patients 

responding to immune checkpoint therapy 

could be predisposed to intestinal bacte-

rial translocation into secondary lymphoid 

organs, where they could mount a specific 

antitumor immune response to allow better 

synergy with treatment. Untangling compo-

nents that regulate the complex interaction 

between microbiota and host could also 

lead to the generation of targeted therapy, 

rather than nonspecific FMT.

Although these studies collectively 

agreed on the critical role of bacteria in 

defining responsiveness to anti–PD-1 ther-

apy, no universal bacterial species define 

this response. The divergence in microbial 

communities associated with 

the same therapeutic agent 

(anti–PD-1) may be related to 

the type of cancer (for example, 

metastatic melanoma with Fae-

calibacterium and non–small 

cell lung cancer, renal cell car-

cinoma, and urothelial carci-

noma with Akkermansia) or 

patient population (U.S. versus 

European cohorts). However, 

both Matson et al. and Gopal-

akrishnan et al. conducted 

their studies using U.S.-based 

patient populations with meta-

static melanoma, yet observed 

different PD-1 immunoregu-

latory bacterial species. The 

reason for this microorganism 

specificity is unclear, but it is 

likely that a convergent mecha-

nism, which is yet to be iden-

tified, unifies them. Detailed 

mechanistic studies into how 

bacteria reenergize tumor im-

mune microenvironments will 

be necessary to fully compre-

hend this phenomenon. An-

other intriguing observation is 

that strains of Akkermansia, 

Faecalibacterium, and Bifido-

bacterium have been associ-

ated with anti-inflammatory 

responses, a regulatory arm of 

the immune system that aims 

to prevent overactivation of the 

immune response and restores 

host homeostasis. For example, 

decreased relative abundance 

of A. muciniphila in the in-

testine associates with many 

diseases, including IBDs, type 

2 diabetes, and liver diseases 

(11). Similarly, Faecalibacte-
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The intestinal microbiota influences 
 the efficacy of PD-1 blockade
The enrichment of specific microbial taxa in intestines correlates with response 
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rium prausnitzii down-regulates intestinal 

inflammation, which is associated with the 

production of specific metabolites, such as 

butyrate and salicylic acid derived from 

host cells or bacteria in the intestine and 

peripheral blood (12). Clearly, molecular 

characterization of intestinal Akkerman-

sia, Faecalibacterium, and Bifidobacterium 

strains from cancer patients is needed to 

fully understand how they influence the tu-

mor microenvironment and synergize with 

immune checkpoint blockade. These stud-

ies could lead to the isolation and charac-

terization of microbial components that are 

responsible for the beneficial effects. For 

example, administration of Amuc_1100, a 

protein isolated from the outer membrane 

of A. muciniphila, reproduces the beneficial 

effect of the bacterium on diabetes in pre-

clinical models (13).

The relationship between microbial 

communities and antitumor drug re-

sponses are complex. On the one hand, de-

pletion of selective bacterial taxa by means 

of antibiotic exposure or other stressor 

conditions may diminish immunotherapy 

responses. On the other hand, the pres-

ence of specific microorganisms in local or 

distant sites may interfere with treatment 

through metabolic activities (14). For ex-

ample, bacteria of the Enterobacteriaceae 

family, such as Escherichia coli strains, 

decrease efficacy of the chemotherapeutic 

agent gemcitabine by metabolizing and 

deactivating the active form of the drug, 

thereby negatively interfering with tumor 

response (15). Therefore, the presence of 

specific strains of bacteria may be able to 

modulate cancer progression and thera-

peutics, raising the possibility that preci-

sion medicine directed at the microbiota 

could inform physicians about prognosis 

and therapy. One could view the microbi-

ota as a treasure trove for next-generation 

medicine, and tapping into this network 

may produce new therapeutic insights. j
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By Antje Boetius1,2,3 and Matthias Haeckel4

A
s human use of rare metals has di-

versified and risen with global devel-

opment, metal ore deposits from the 

deep ocean floor are increasingly seen 

as an attractive future resource. Japan 

recently completed the first successful 

test for zinc extraction from the deep seabed, 

and the number of seafloor exploration li-

censes filed at the International Seabed Au-

thority (ISA) has tripled in the past 5 years. 

Seafloor-mining equipment is being tested, 

and industrial-scale production in national 

waters could start in a few years. We call for 

integrated scientific studies of global metal 

resources, the fluxes and fates of metal uses, 

and the ecological footprints of mining on 

land and in the sea, to critically assess the 

risks of deep-sea mining and the chances for 

alternative technologies. Given the increasing 

scientific evidence for long-lasting impacts of 

mining on the abyssal environment, precau-

tionary regulations for commercial deep-sea 

mining are essential to protect marine eco-

systems and their biodiversity.

REMOTE AND UNKNOWN

The seabed covers 70% of Earth’s surface 

and is home to a virtually uncharted diver-

sity of marine life. The ocean floor, at an 

average depth of 4 km, is characterized by 

pressures of several hundred bars, tempera-

tures around the freezing point of water, 

and no sunlight for photosynthetic pro-

ductivity. For humans, this environment is 

inhabitable, barely accessible, and extreme. 

et, the relatively stable environmental con-

ditions of the deep sea have promoted a 

vast biodiversity of taxa that are not found 

in shallow waters or on land. 

Because of its remoteness and the tech-

nical challenges associated with reaching 

the deep seabed, much less than one-thou-

sandth of its area has been studied (1). As a 

result, little is known about how much deep-

sea species contributed to the evolution of 

life and biodiversity on Earth, how they 

can tap into unusual energy sources, how 

the sparse populations maintain enough 

standing stock in this vast realm, and how 

they adapt to perturbations. No country 

sustains the necessary amount of deep-sea 

observations required to answer such ques-

tions. The lack of long-term ecological time 

series is particularly problematic, making it 

difficult to decipher natural dynamics and 

anthropogenic perturbations (2). Recent 

findings suggest a tight coupling between 

the dynamics of surface and deep-sea pro-

cesses and confirm that effects of climate 

change and pollution propagate quickly. 

But little is known about the resilience and 

recovery of deep-sea communities in the 

context of activities such as mining (3).

HAZARDS OF DEEP-SEA MINING

Critical metal resources in the deep sea in-

clude arsenic, copper, cobalt, nickel, lithium, 

platinum, tellurium, zinc, and many rare earth 

elements (4). The exploitable resources of the 

potentially prolific, 40-million-km2 deep-sea 

area (5) could be worth $20 trillion to $30 

trillion, considering current metal prices. 

However, these resources are not renewable, 

because polymetallic nodules and crusts grow 

very slowly over millions of years. Further-

more, mining is highly invasive, damaging 

the surface seafloor and entailing consider-

able risks for deep-sea life (6, 7). Even in shal-

low seas, there is no efficient governance for 

monitoring, managing, and protecting the 

oceans. The extensive seafloor damage caused 

by benthic trawling or by accidents such as 

the 2010 Deepwater Horizon oil spill in the 

Gulf of Mexico shows that ecological impacts 

on the deep sea remain literally out of sight in 

ocean resource management. Even in national 

waters, no system is in place to repair, restore, 

and compensate for loss of seafloor habitat. 

On land, metal mining is highly destruc-

tive to the environment and can put the 

OCEANS
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health of miners and local com-

munities at risk, if not carefully 

regulated and managed. Miti-

gation actions such as habitat 

compensation, restoration, and 

adaptive management are expen-

sive, but can minimize the damage 

to biodiversity and help to restore 

terrestrial landscapes within a 

few decades. However, it remains 

questionable whether any land-

based mitigation mechanisms can 

serve as a blueprint for regula-

tions of deep-sea mining (8). The 

high economic costs of ecological 

impact on land (9) are often used 

as an argument for deep-sea min-

ing. Yet, such a “not-in-my-back-

yard” drive toward seafloor uses 

would violate the internationally 

affirmed precautionary approach, 

as reflected in principle 15 of the 

1992 Rio Declaration on Environ-

ment and Development. 

The ISA, which is responsible 

for controlling the exploitation of 

mineral resources in international 

waters, adopts this principle in its 

draft regulation, published on 8 

August 2017 (10). However, con-

crete environmental objectives 

for protecting and conserving the 

deep-sea environment, including 

its biological diversity and ecologi-

cal integrity, have not been agreed 

upon yet. To be economical, any 

single operation would have to 

mine several hundred square kilo-

meters of deep seafloor per year, 

but this estimate does not include 

the costs of environmental man-

agement. At the anticipated scale 

of seafloor damage, monitoring, 

compensation, and restoration 

techniques would be extremely 

expensive to implement. But without such 

measures, the use of deep-sea mineral re-

sources to sustain further global economic 

growth would endanger the deep sea’s ge-

netic resources, which are a long-term target 

for biotechnology and medicine (11).

THE RESEARCH BASIS

Several countries are currently funding a 

range of activities connected to deep-sea min-

ing, from developing technologies for deep-

sea raw materials extraction to researching 

the ecological consequences of deep-sea min-

ing, but there is no central synthesis platform 

to bring together arising knowledge. 

The MiningImpact project (a part of the 

Joint Programming Initiative Healthy and 

Productive Seas and Oceans) has brought 

together 11 European countries to study the 

environmental impacts of seafloor mining, 

with a focus on polymetallic nodules. The 

researchers revisited benthic impact experi-

ments in the Pacific Peru Basin and in ISA 

contract areas in the Clarion-Clipperton 

Fracture Zone in the Pacific Ocean (see the 

photos). Some of these experiments were 

initiated up to 40 years ago and have now 

been studied with state-of-the-art methods 

(12). Key conclusions were that deep-sea 

ecosystems associated with polymetallic re-

sources support a diverse fauna with high 

spatial and temporal variability and largely 

unknown connectivity; that the loss of sea-

floor integrity by mining reduces popula-

tion densities and ecosystem functions for 

many decades; and that sediment plumes 

will likely blanket the seafloor up to several 

tens of kilometers outside the mined area 

(13). On the basis of current sci-

entific knowledge, the long-term 

risks of industrial-scale deep-sea 

mining to the marine environ-

ment seem unmanageable from 

both the economical and the eco-

logical perspective.

However, predicting impacts 

on the basis of small-scale benthic 

impact experiments is associated 

with many uncertainties. Ben-

thic trawling provides a rough 

analog for large-scale impact on 

seafloor integrity. In shelf seas, 

recovery of seafloor communities 

from benthic trawling can take 

less than a decade depending on 

the substrate (14), but decades 

to centuries are needed in deep-

water habitats (15). In 2016, the 

European Union banned seabed 

trawling on continental slopes 

below 800 m to reduce risks for 

deep-sea life. 

Dark, cold, energy-poor deep-

sea ecosystems are particularly 

vulnerable to mechanical disrup-

tion of the surface seafloor, which 

contains most of the food and 

microbial communities on which 

benthic fauna depend. Biogeo-

chemical investigations as part of 

the MiningImpact experiments 

confirm that even the soft sedi-

ment seafloor would take many 

decades to hundreds of years to re-

cover from the disturbance caused 

by nodule removal (13). The nod-

ules and crusts themselves, which 

provide habitats to many deep-sea 

species, would need millions of 

years to grow back (4).

CAREFUL OCEAN GOVERNANCE

Strict environmental regulations 

need to be formulated by the ISA as they 

finalize their regulations (10). Before any 

industrial activities could begin, long-term 

studies with realistic analogs to mining 

technologies would be needed. Conserva-

tion areas must closely match ecosystem 

characteristics of mined areas to safeguard 

abyssal biodiversity. Technologies for base-

line studies and monitoring need to be 

standardized and regularly revised to re-

flect state-of-the-art science. Indicator sets 

for deep-sea ecosystem status and threshold 

values for harmful effects must be defined. 

Environmental management plans need to 

address uncertainties of sediment-plume 

dispersal. Finally, transparent and indepen-

dent international scientific assessment of 

environmental management plans needs 

to be in place before any deep-sea mining 

(Top) Holothurian in a polymetallic nodule field of the Clarion-Clipperton 

Fracture Zone of the Pacific Ocean. (Bottom) ROV Kiel 6000 push 

coring disturbed surface sediment of the 26-year old plow track of the DISCOL 

experiment in the Pacific Peru Basin.
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operations can start. Transparency also 

needs to be increased in the ISA’s decision-

making process for issuing contracts, as has 

become obvious by the latest approval of a 

10,000-km2 claim at the Mid-Atlantic Ridge 

(16) that includes the hydrothermal-vent 

systems of Lost City, Trans-Atlantic Geotra-

verse, and Broken Spur, which are key sci-

entific research sites.  

Before taking any risk to destroy deep-

sea habitats and endanger marine species, 

metal resources on land could be fully 

mapped and explored. Technological and 

social innovations could improve the way 

metals are used and recycled, and interna-

tional politics could foster metal-market 

stability. In all of this, holistic science proj-

ects and stakeholder dialogue could help 

in finding solutions to the development 

of metal resources, uses, and fates. This 

would also provide the necessary time to 

valorize ocean life and its genetic resources 

(11). A new kind of international deep-sea 

science and policy, in which knowledge 

and governance of mineral and genetic re-

sources as well as other ocean ecosystem 

services are integrated and channeled into 

international policy, would allow humanity 

to sustain the full range of options for the 

deep sea. j
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By Jenny Mjösberg1,2 and Anna Rao1

I
nnate lymphoid cells (ILCs) are a type of 

immune cell that are considered to be tis-

sue-resident gatekeepers situated in mu-

cosal membranes, where they contribute 

to both homeostasis and pathology (1). In 

healthy individuals, ILCs are involved in 

tissue repair, but ILCs have also been shown 

to participate in several types of inflamma-

tion, including allergy and asthma. Whereas 

ILCs can be found at low frequencies in the 

blood circulation, mucosal barriers such as 

the intestine and airways are enriched for 

ILCs (1). Howe ver, whether ILCs are in fact 

tissue resident in the sense that they self-

renew without substantial replenishment 

from other organs has been a topic of de-

bate. The mechanisms of ILC circulation 

are important for understanding various 

types of inflammatory conditions and how 

they can be treated. On page 114 of this is-

sue, Huang et al. (2) demonstrate that ILC2s 

are not obligate tissue-resident cells because 

they can be recruited from the gut to the 

lung and other organs in response to inflam-

matory signaling. 

ILC2s contribute to so-called “type 2 im-

munity” in which they are typically acti-

vated by the cytokines interleukin-25 (IL-25) 

and IL-33 to produce large amounts of IL-5 

and IL-13, which are key players in this type 

of inflammation. In 2015, Huang et al. (3) 

described a population of lung ILC2s char-

acterized by high expression of killer cell 

lectin-like receptor subfamily G member 1 

(KLRG1) and the IL-25 receptor, IL-17 recep-

tor-b (IL-17Rb), but low expression of the 

IL-33 receptor, ST2 (KLRG1high ST2low ILC2s). 

In contrast to natural ILC2s (nILC2s), which 

reside in the lungs during homeostatic con-

ditions, KLRG1high ST2low ILC2s were termed 

inflammatory ILC2s (iILC2s) as they arise 

in the lungs only after type 2 immunity 

induced by IL-25 exposure or gastrointesti-

nal infection with the parasitic worm Nip-

postrongylus brasiliensis. Now Huang et al. 

(2) extend their observations using a model 

to study circulation of blood-borne cells be-

tween two surgically connected (parabiotic) 

mice to show that iILC2s accumulate in the 

lungs during these conditions because they 

are rapidly recruited within 3 to 5 days. 

These data challenge the existing view es-

tablished following the seminal paper by 

Gasteiger et al. (4), who did not observe 

replenishment of ILC2s until day 15 after 

N. brasiliensis infection in parabiotic mice. 

The discrepancy in timing of ILC2 recruit-

ment between these two studies might be 

due to different conditions in which mice 

were housed. Gasteiger et al. kept their mice 

on antibiotic treatment, whereas Huang et 

al. (2) did not. It is therefore possible that 

the intestinal microbiota might play an im-

portant role in ILC2 circulation. 

Huang et al. (2) identify the intestine as 

the critical origin of iILC2s recruited to the 

lung upon IL-25 administration, revealing 

a striking ILC2 gut-lung recruitment axis 

(see the figure). Supporting the intestine as 

the major source of iILC2s in the lung, tran-

scriptional analysis demonstrates that lung 

iILC2s are more similar to small intestine 

ILC2s (siILC2s) than to lung nILC2s. 

The recruitment of iILC2s in the lung is 

a transient phenomenon. Twelve days af-

ter IL-25 administration, iILC2s are unde-

tectable in the lung. However, parabiosis 

experiments reveal that 10% of nILC2s in 

the lung and 40% of ILC2s in the intes-

tine originate from the donor mouse, sug-

gesting that lung iILC2s can return to the 

intestine or display plasticity and convert 

into nILC2-like cells in the lung (see the fig-

ure). Because these nILC2-like cells in the 

lung are derived from activated iILC2s, it is 

possible that they make up tissue-resident 
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epigenetically poised “memory” ILC2s, as 

previously reported in mice exposed to al-

lergens (5). Memory ILC2s would enable a 

rapid and more efficient immune response 

following a repeated immune challenge. In 

addition to developing into nILC2-like cells, 

iILC2s express IL17A transcripts (2), indica-

tive of transdifferentiation to ILC3s. It is 

interesting to note that nILC2s, which ex-

pand locally in the lung, express receptors 

for IL-1b and IL-18, raising the possibility 

that nILC2s are prone to transdifferenti-

ate to ILC1s, as occurs in human chronic 

obstructive pulmonary disease (COPD) (6, 

7). Hence, iILC2s and nILC2s serve distinct 

and important purposes in the lung: iILC2s 

are recruited from the intestine for rapid 

and transient type 2 immunity, whereas 

nILC2s are largely tissue resident and po-

tentially give rise to immunity against viral 

infections, for example. 

Huang et al. also describe the mechanism 

of IL-25–induced gut-lung recruitment. 

iILC2s are found in lymphatic vessels in 

the gut as well as in peripheral blood, sug-

gesting that they circulate via the lymphatic 

system into the blood. In support of this, 

IL-25–activated iILC2s in the lung express 

sphingosine 1-phosphate (S1P) receptors 

S1P1 and S1P4 (2), indicating that iILC2s 

can cross lymphatic endothelial barriers, 

similar to T cells (8). Furthermore, like tis-

sue-resident T cells (9), siILC2s in healthy 

mice lack expression of S1P1, reflecting 

their inability to egress from the gut in the 

absence of immune activation. Blocking S1P 

signaling with an inhibitor dramatically re-

duced the frequency of iILC2s in the lung 

and concordantly reduced the survival of 

mice following N. brasiliensis infection (2). 

As Gasteiger et al. observed a delay in the 

recruitment of ILC2s to the lung follow-

ing N. brasiliensis infection in antibiotic-

treated mice (4), it is possible that the gut 

microbiota regulates S1P receptor expres-

sion on ILC2s. This, however, is unexplored.

Importantly, Huang et al. (2) show that 

S1P receptor–mediated egress is a conserved 

phenomenon that occurs both in innate (for 

example, ILCs) and adaptive (for example, 

T cells) lymphoid cells. However, it remains 

unclear if and by which mechanisms other 

ILC populations circulate during inflam-

mation. It is also unknown how intestinal 

ILC2s enter the lung tissue from the blood. 

In addition to recruitment of activated 

ILC2s, as described by Huang et al. (2), it 

was recently shown that circulating human 

blood ILC precursors can seed tissues and 

differentiate to form all known ILC sub-

types (10). However, it remains unclear how 

much recruitment of circulating precursors 

and local ILC generation contribute to the 

total ILC pool in an organ, relative to local 

proliferation (as observed for nILC2s) and 

plasticity and recruitment of differentiated 

ILCs (as seen for iILC2s) (2).  

The ILC2 gut-lung axis identified by 

Huang et al. (2) is interesting in the context 

of the link between disturbances in the in-

testinal microbiota and lung diseases such 

as asthma and COPD (11). Considering that 

the S1P1 inhibitor ozanimod is currently in 

clinical trials for treatment of multiple scle-

rosis (12) and inflammatory bowel disease 

(13), perhaps ozanimod and related drugs 

might interfere with the ILC gut-lung axis 

and be beneficial in chronic lung inflamma-

tion, such as asthma and COPD. j
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Model for ILC2 gut-lung circulation
ILCs are involved in tissue repair, but ILCs have also been shown to participate in several types of infammation, 

including allergy and asthma. Whereas ILCs can be found at low frequencies in the blood circulation, mucosal 

barriers such as the intestine and airways are enriched for ILCs.  Huang et al. (2) demonstrate that ILC2s can 

be recruited from the gut to the lung in response to inHammatory signals.
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in the lung and 
undergo local 
proliferation.

Lamina propria

Days 3 to 5

iILC2s infltrate the lungs, 
where they contribute to 
type 2 immunity and 
tissue repair.

iILC2s infltrate the lungs, 
where they contribute to 
type 2 immunity and 
tissue repair.
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iILC2s infltrate the lungs, 
where they contribute to 
type 2 immunity and 
tissue repair.

Vascular circulation

iILC2s leave the lymphatic 
vessels and enter the blood 
vessels from where they 
migrate to the lung.  

iILC2s can generate 
nILC2-like cells.
iILC2s can generate 
nILC2-like cells.
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Days 5 to 20

Some iILC2s 
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small intestine.
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By Robert W. Carpick 

D
escribing the way two surfaces touch 

and make contact may seem simple, 

but it is not. Fully describing the 

elastic deformation of ideally smooth 

contacting bodies, under even low ap-

plied pressure, involves second-order 

partial differential equations and fourth-

rank elastic constant tensors. For more re-

alistic rough surfaces, the problem becomes 

a multiscale exercise in surface-height sta-

tistics, even before including complex phe-

nomena such as adhesion, plasticity, and 

fracture. A recent research competition, 

the “Contact Mechanics Challenge” (1), was 

designed to test various approximate meth-

ods for solving this problem. A hypothetical 

rough surface was generated, and the com-

munity was invited to model contact with 

this surface with competing theories for the 

calculation of properties, including contact 

area and pressure. A supercomputer-gen-

erated numerical solution was kept secret 

until competition entries were received. 

The comparison of results (2) provides in-

sights into the relative merits of competing 

models and even experimental approaches 

to the problem.

Understanding contact and friction fas-

cinated da Vinci, Coulomb, Prandtl, and de 

Gennes, among others (3). In 1881, Hertz 

solved the problem of two smooth, elastic 

spheres coming into contact, launching the 

field of “contact mechanics” (4) and leading 

to the development of equations for con-

tact area, contact pressure, stresses, strains, 

and deformations for smooth, loaded con-

tact geometries. However, real surfaces are 

rarely smooth. Even finely polished metals 

retain peaks and valleys with wavelengths 

ranging from nanometers to micrometers, 

leading to a seemingly random distribution 

of asperity contacts separated by stress-free 

noncontact zones (see the figure). Solving 

such contact problems is fundamental to 

understanding how gears turn, tires roll, 

and geckos climb (5), as well as for engineer-

ing any device with moving or contacting 

parts. It also underpins theories of friction, 

adhesion, lubrication, and wear, which can 

be empirical and highly system-specific.

Just over 50 years ago, an elegant analysis 

of contacting rough surfaces assumed that 

surface summit heights, all with the same ra-

dii, had an approximately Gaussian distribu-

tion (6). This Greenwood-Williamson (GW) 

model is the most common approach to mod-

eling rough surfaces and has since spawned a 

plethora of other models. These approaches 

involve both analytical extensions to the 

GW model as well as numerical approaches, 

with different degrees of complexity that ac-

count for effects such as plastic flow, adhesive 

forces, and anisotropic properties. 

This wide variety of models not only 

makes it difficult for experimentalists and 

engineers to decide which approach to 

adopt but also throws into question their 

accuracy. Predictions from different models 

disagree strongly (as do their authors), and 

experimental validations are scant. In late 

2015 (1), Müser formulated a contact prob-

lem and, along with Spencer and Tysoe, in-

vited researchers to partake in the Contact 

Mechanics Challenge. Müser used a super-

computer to conduct brute-force numerical 

simulations of a rough surface contacting 

a flat plate with a moderate amount of ad-

hesion. The topography and material prop-

erties were shared on the internet, but the 

solution was held secret. The scientific com-

munity was challenged to share results from 

their preferred models for properties includ-

ing the total contact area, the contact spot 

distribution, stresses, and deformations.

The response was impressive: 12 groups 

involving more than 30 authors from Aus-

tria, England, France, Germany, Italy, Iran, 

the Netherlands, Taiwan, and the United 

States submitted entries that ranged from 

analytical solutions based on GW-inspired 

models to more recent fractal-based theories 

(7) and numerical solutions. One group even 

three-dimensionally printed a model of the 

rough surface and measured the resulting 

contact properties with a frustrated total-

internal-reflection method (8). 

Müser and Greenwood compared and 

summarized the results (2). The multiscale 

approaches had the winning score, with an 

honorable mention for the experimental 

method, which matched the solution ex-

tremely well. Multiscale approaches based on 

Persson’s theory (7) fitted much better than 

those based on GW for two reasons. First, 

ignoring small-scale roughness neglects 

high-pressure zones, whereas ignoring large-

scale roughness neglects substantial overall 

deformation as surfaces conform together. 

Second, with elastic solids, pushing down on 

one asperity creates a long-range elastic field 

that affects the neighbors by pushing them 

down as well. This effect renders summits 

near another summit less likely to make con-

tact themselves, thus breaking up the contact 

area into smaller patches. 

The importance of multiscale roughness 

has long been recognized (9), but the Con-

tact Mechanics Challenge results signal that 

the time has come to standardize multi-

scale descriptions with elastic coupling, to 

develop next-generation models to account 

for behavior beyond the elastic limit, and to 

confront the next frontier in contact model-

ing—namely, describing rough surface con-

tact during sliding. This last step would help 

fulfill da Vinci’s dream of understanding 

what causes friction. j

REFERENCES

 1.  N. D. Spencer, W. T. Tysoe, Trib. Lubr. Technol. 71, 96 (2015).
 2.  M. H. Müser et al., Tribol. Lett. 65, 118 (2017).
 3.  D. Dowson, History of Tribology (Wiley-Blackwell, ed. 2,  

1998).
 4.  K. L. Johnson, Contact Mechanics (Cambridge Univ. Press, 

1987).
 5.  C. M. Mate, Tribology on the Small Scale: A Bottom Up 

Approach to Friction, Lubrication, and Wear (Oxford Univ. 
Press, 2008).

 6.  J. A. Greenwood, B. P. Williamson, Proc. R. Soc. Lond. A 
295, 300 (1966).

 7.  B. N. J. Persson, J. Chem. Phys. 115, 3840 (2001).
 8.  A. I. Bennett et al., Tribol. Lett. 65, 123 (2017).
 9.  J. Archard, Proc. R. Soc. Lond. A 243 , 190 (1957).
 10.  C. Campañá, M. H. Müser, Phys. Rev. B. 74, 075420 (2006).

10.1126/science.aaq1814

TRIBOLOGY

The contact sport of rough surfaces 
Approximate models of interacting surfaces competed against a supercomputer solution
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The contacting surfaces like those used in the 

competition. The blue grid shows the deformations of 

the lowermost surface of an elastic solid (the left half 

is rendered more transparent) pressed against a rigid 

substrate with fractal roughness. The color range 

of the lower surface corresponds to height, enlarged 

~30 times versus the in-plane directions. 

[Adapted from (10).]
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By Joshua Graff Zivin1 and 

Matthew Neidell2

N
early every country in the world regu-

lates air pollution. But how much pol-

lution control is enough? Answering 

that question requires considerable 

information about the costs as well 

as the benefits of regulation. Histori-

cally, efforts to measure benefits have fo-

cused on averting major health insults, such 

as respiratory or cardiovascular events that 

result in hospitalizations or death, which 

typically only afflict the most vulnerable 

segments of the population. These health 

episodes are clearly consequential—e.g., the 

U.S. Clean Air Act Amendments of 1990 avert 

an estimated 160,000 deaths and 86,000 

hospitalizations annually (1)—but may only 

represent the tip of the proverbial iceberg, 

compared to the number of cases of respi-

ratory impairment and other health insults 

that affect many healthy people every day 

but do not require hospitalizations or even 

formal health care encounters. The ubiq-

uity of these less lethal impacts, revealed by 

emerging economic research on labor pro-

ductivity and human capital accumulation, 

suggests that even modest impacts at the 

individual level can add up to considerable, 

society-wide impacts across the globe. 

Our understanding of these less-severe 

health impacts is hampered by two factors. 

First, the number of potential channels 

through which pollution could affect hu-

man functioning is large, as pollution can 

alter the function of several organ systems 

and even genetic expression (2). Because 

these are difficult to assess, only a rela-

tively small number have been well studied, 

leaving large gaps in our understanding of 

basic physiological relationships. Second, 

among channels that have been studied, it 

is often difficult to discern how the physi-

ological and cognitive impacts that have 

been identified translate into meaningful 

effects outside of the controlled laboratory 

setting in which they were assessed. Does a 

10% drop in forced expiratory volume, for 

example, influence the performance of daily 

life activities? 

An emerging literature has begun to 

overcome these challenges with a new 

focus on the effects of acute exposure on 

measures of great economic importance, 

which, in turn, can easily be monetized for 

regulatory purposes. 

LABOR MARKET PERFORMANCE

Although hospitalized individuals are unable 

to attend work, and others who are severely 

ill may also miss workdays, the impacts from 

less-severe pollution-induced illness on work 

hours are less well known. Research in Mex-

ico City found that reductions in sulfur diox-

ide pollution led to sizable increases in work 

hours per week by individuals in the local 

labor market (3). Of course, the degree of in-

firmity that necessitates a shortened workday 

is still nontrivial. It may require some type of 

health care encounter and at a minimum is 

obvious to the person experiencing it. 

A handful of recent studies attempt to cap-

ture even subtler health impacts by focusing 

on the productivity of workers while they 

work.  The premise behind these studies is 

that even minor impairments of respiratory 

and cardiovascular function can increase 

fatigue, decrease focus, and impair cogni-

tion (4), even in seemingly healthy popula-

tions, thus diminishing the ability to perform 

one’s job. For example, agricultural workers 

in the Central Valley of California produce 

less as ozone increases, even though daily 

pay directly depends on how much fruit they 

harvest (5). These effects arise at ambient 

concentrations of ozone that are well below 

regulatory standards and at levels at which 

obvious health symptoms are not generally 

present in healthy populations. 

Although agricultural employment is 

important in developing countries, it rep-

resents a small fraction of the labor force 

in more developed ones. Moreover, because 

agricultural work takes place outdoors, it is 

not a priori obvious that these results are 

germane to indoor work, which contributes 

most of the value in most economies. But a  

recent study and some preliminary findings 

suggest impacts of particulate matter pol-

lution on indoor worker productivity in the 

manufacturing sector (6, 7). 

The aforementioned studies focus on 

physically demanding work, and thus per-

haps represent the most logical place for the 

impacts of minor respiratory and cardio-

vascular insults to manifest themselves. But 

findings from a study in China suggest that 

the information economy is not inoculated 

against these effects (8). Productivity of call 

center workers in two Chinese cities is nega-

tively affected by fine particulate matter (par-

ticles with diameters less than 2.5 mm). These 

impacts are not limited to extreme pollution 

days, but emerge at pollution levels that regu-

larly obtain in several major cities within the 

United States. 

HUMAN CAPITAL ACCUMULATION 

Human capital, a measure of the intangible 

resources an individual possesses, such as 

knowledge, skills, and judgment, plays a 

fundamental role in labor market outcomes 

and other aspects of life, including health, 

civic participation, and criminal activities. 

A fairly new body of literature focuses on la-

tent impacts of in utero and early-childhood 

exposure to pollution on later-life outcomes. 

Although health insults from pollution may 

indirectly affect human capital accumulation 

through channels like school attendance and 

1 Department of Economics and School of Global Policy and 
Strategy, University of California, San Diego, La Jolla, CA 
92093, USA. 2 Department of Health Policy and Management, 
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York, NY 10032. USA. Email: jgraffzivin@ucsd.edu

Air pollution, seen here 

over Mexico City, has many 

effects that are detrimental 

to the economy.

ENVIRONMENTAL ECONOMICS

Air pollution’s hidden impacts
 Exposure can affect labor productivity and human capital 
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other educational investments, this focus is 

motivated by the “fetal origins hypothesis” 

and literature that documents impacts of 

stimuli during these critical periods of hu-

man development (9). 

Recent studies provide compelling evi-

dence that early-life exposure to pollution 

can have lasting impacts on cognitive abili-

ties later in life. Children born in Texas when 

airborne total suspended particulates (TSPs) 

were atypically low (due to decreases in in-

dustrial production during a brief economic 

recession) went on to have higher high school 

test scores (10). Children born in Santiago, 

Chile, with higher exposure to fetal pollu-

tion, such as carbon monoxide and particu-

late matter, went on to perform worse on 

high-stakes national exams that determine 

access to secondary schools (11). Another 

study makes the linkage between the labor 

productivity and human capital literatures 

more transparent, demonstrating that higher 

TSP levels in the year of birth lead to lower 

labor force participation and lower earnings 

in adulthood (12).  

INCENTIVES AND DESIGN

Much of what is currently known about 

benefits from environmental protection in 

the United States is a result of measurement 

incentives embodied in Section 812 of the 

1990 Clean Air Act amendments and other 

executive orders that require cost-benefit 

analyses. U.S. Environmental Protection 

Agency (EPA) procedures virtually ensure 

that those incentives remain focused on na-

tionally representative evidence of impacts 

on high-visibility health endpoints, leaving 

the investigation of a wide range of other 

impacts to the idiosyncratic curiosities of 

the research community. These new forms 

of evidence could be incorporated into the 

formal structure of EPA cost-benefit analy-

ses (13), while recognizing that forgone 

earnings due to diminished labor produc-

tivity or human capital attainment will not 

capture all the welfare losses experienced.

More can be done to transform opportu-

nistic study of individual firms into system-

atic study of productivity impacts. Existing 

national surveillance systems can be aug-

mented to collect data from industries in 

which productivity measures are standard-

ized, such as local, state, and national em-

ployment data collected from the U.S. Bureau 

of Labor Statistics. Such data will facilitate 

calculations of benefits, play a critical role in 

assessing the generalizability of the results 

thus far uncovered, and provide a database 

through which new channels of influence 

can be explored. For industries in which 

productivity measures are not standardized, 

national data on worker hours and absences 

that could be matched to environmental data 

could prove useful in uncovering morbidity 

impacts and how they affect labor markets. 

The ideal data collection effort would pro-

vide rich spatial and temporal resolution at 

the level of individual workers. Because such 

data would provide valuable intelligence on 

the state of the economy more generally, it 

would naturally fall in the United States under 

the jurisdiction of the Departments of Labor 

or Commerce. Absent resources for substan-

tial new data collection efforts, some of these 

data could be collected through supplements 

to existing efforts by the Census Bureau, in-

cluding the Annual Survey of Manufacturers 

and the every-5-year Economic Census for in-

dustries outside of manufacturing. 

The impacts of pollution on labor mar-

kets and human capital suggest that pol-

icy implications extend beyond the EPA, 

transforming part of this problem into 

an occupational safety issue. As such, the 

Occupational Safety and Health Admin-

istration, both in the United States and 

European Union and in similar agencies in 

many other countries, may have a role to 

play in improving indoor air-quality moni-

toring in the workplace and fostering so-

lutions to mitigate these impacts. If made 

public, these indoor air-quality measures 

could help overcome an important obstacle 

in current research and help deepen our 

understanding of the relationships between 

pollution, health, and worker productivity. 

The long-lived impacts of pollution expo-

sure during a brief window in early life also 

suggest a potential role for public health in-

terventions that target pregnant mothers and 

underscore the need for more epigenetic re-

search to uncover the mechanisms through 

which these impacts manifest themselves. Al-

though the science is not completely settled, 

this relatively brief and well-identified period 

of vulnerability appears particularly ripe for 

small-scale interventions that can minimize 

exposure with large-scale returns. Health 

care providers and public health officials can 

play a more prominent role in disseminating 

relevant information and in facilitating ac-

cess to technologies, such as home air filters, 

designed to eliminate harm. 

Advances in information technology and 

measurement have allowed examination of 

a wide range of pollution impacts that were 

not visible even a decade ago. Yet, in many re-

spects, these studies just begin to scratch the 

surface. Much is still unknown about how far 

these impacts might reach. If pollution can 

affect reasoned judgment and decision-mak-

ing, as some recent preliminary findings sug-

gest (14), then perhaps every aspect of daily 

living may be altered by our contaminated 

environment. Whether these effects of acute 

exposure to pollution are compounded by 

chronic exposure is also of great importance 

and is largely unknown. 

Deepening our scientific understanding 

of these relationships is constrained by the 

nature of the exercise, which tends to fall 

between the conventional silos of major re-

search funding agencies. The EPA spends 

relatively little money on external research. 

The health-centric focus of the National In-

stitute of Environmental Health Science 

(NIEHS) has generally viewed this more ex-

pansive view of health with a skeptical eye. 

The Dynamics of Coupled Natural and Hu-

man Systems Program at the National Sci-

ence Foundation (NSF) remains focused on a 

much broader scale than the studies outlined 

above. Broadening the scope of what consti-

tutes health at the NIEHS, a more human-

scale focus on environmental impacts at the 

NSF, and a more robust extramural research 

program at the EPA could help advance sci-

entific understanding of these relationships.

The societal harm generated by these 

more subtle and pervasive impacts should 

be reflected in the calculus that helps to de-

termine regulatory standards. Whether they 

are large enough to justify further revisions 

to those standards is an important question 

worthy of more effort and attention.        j
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“The impacts of pollution 
on labor markets and 
human capital suggest that 
policy implications extend 
beyond the EPA…”
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W
hen it comes to sparking the pub-

lic’s interest in science, no indi-

vidual, living or dead, can rival 

Albert Einstein. His name and 

face, if not his ideas, are known 

the world over, and headline writ-

ers cite him eagerly to pull in readers. So 

perhaps it is no surprise that the Museo Na-

zionale delle Arti del XXI Secolo (MAXXI; 

National Museum of 21st Century Arts) in 

Rome has chosen the famous physicist as 

the figurehead of its latest exhibition, enti-

tled Gravity. Imaging the Uni-

verse After Einstein.

Einstein’s theory of gravity, 

known as general relativity, 

marks a fundamental break in 

our conception of the universe. 

Whereas Newton envisaged 

gravity as a force of attr action 

between two objects in empty 

space, relativity instead tells us that grav-

ity is a distortion of space (and time) itself. 

The theory was published in 1915 and since 

then has been confirmed experimentally 

time and again, including the spectacular, 

if expected, discovery in 2015 of ripples in 

space-time known as gravitational waves.

The MAXXI exhibition, running until 29 

April 2018, is designed to study “the meeting 

point of the current understanding of the cos-

mos and contemporary art and thinking.” Or, 

in the words of MAXXI president Giovanna 

Melandri, who dreamt up the event, to show 

that art and science are “two lenses giving 

a single vision.” Co-organizer Fernando Fer-

roni, president of Italy’s National Institute of 

Nuclear Physics, echoes that sentiment. “Spe-

cialization in itself doesn’t resolve anything,” 

he says. “You need a big vision of society.”

Whether the exhibition gives visitors that 

vision is debatable. The centerpiece of the 

show is an installation by Argentine artist 

Tomás Saraceno entitled “Cosmic Concert” 

that cleverly portrays how we influence the 

space-time structure of the uni-

verse just as space-time affects 

us. It consists of a spider slowly 

weaving its web, which quiv-

ers ever so slightly in response 

to changing sounds and other 

vibrations in the environment 

while its tiny movements are 

themselves picked up by sensors 

that in turn modify the output from an array 

of loudspeakers overhead.

Elsewhere, however, art seems thin on 

the ground. In one corner of the exhibition 

gallery sits a model of the New Jersey radio 

antenna that in 1965 provided the first evi-

dence of the cosmic microwave background, 

very faint but ubiquitous radiation emitted 

just after the universe exploded into life dur-

ing the Big Bang. Accompanied by a mildly 

hypnotic soundtrack and projection showing 

what appear to be bats flying through a for-

est, the strangely shaped device, alternately 

illuminated by the video and in shade, is in-

triguing but inert. More entertaining is foot-

age showing an interlinked series of things 

(e.g., bottles, tires, candles, and balloons) 

rolling down planks, spilling, burning, and 

exploding—an “endless chain reaction of ap-

parently insignificant events” that is thought-

provoking but slightly at odds with the other 

items on display.

Much of the exhibition consists of scien-

tific instruments illuminated within the oth-

erwise almost total darkness of the gallery. 

These artifacts include a mirror from the 

Virgo detector near Pisa, which, along with 

the Laser Interferometer Gravitational-Wave 

Observatory (LIGO) facility in the United 

States, uses laser beams as extremely precise 

rulers to measure the miniscule stretching 

and compression of space caused by pass-

ing gravitational waves. Also on display 

is a model of the Laser Relativity Satellite 

(LARES), a 36-centimeter-diameter tungsten 

sphere launched by the Italian Space Agency 

(ASI) to measure how a rotating body distorts 

space-time. There is even one of Galileo’s 

telescopes, as well as a 17th-century armil-

lary sphere showing the orbits of planets and 

moons in the solar system.

These objects have considerable scholarly 

and historical value, and their geometry and 

craftsmanship confer them with undoubted 

beauty. But they very much lie in the scien-

tific, rather than the artistic, realm, as do 

the various explanations of scientific con-

cepts dotted around the gallery, be they in 

the form of written text or in animations and 

interactive exhibits. 

Some of those explanations will make 

more sense to the layman than others. One 

video graphic, illustrating how someone on 

a moving train measures space and time 

differently from someone standing still, is a 

brave stab at explaining the counterintuitive 

effects of special relativity in a simple way. 

But even this is likely to be beyond the con-

ceptual ability of most museumgoers.

Surely the aim of an exhibition like this is 

to pique people’s curiosity and give them a 

very broad sense of the mind-bending con-

cepts that underlie modern physics. The art, 

if well done, could whet their appetite and, 

as ASI’s Roberto Battiston put it, “expand 

their horizons.” But too much detail is likely 

to turn them off and reinforce their impres-

sion that physics is only for the eggheads, 

not for them. Pulling off a true synthesis of 

art and science is always hard, and unfor-

tunately, with Gravity, MAXXI has fallen 

some way short. j

10.1126/science.aar6576

PHYSICS 

The art of space-time
An ambitious exhibition explores the intersection 
of the cosmos and contemporary artistry

By Edwin Cartlidge

The reviewer is a journalist based in Rome, Italy. 
Email: edwin.cartlidge@yahoo.com

Gravity. Imaging the 

Universe After Einstein

National Museum of the 

21st Century Arts
Rome, Italy.

Through 29 April 2018.

An interactive video installation allows visitors to 

deform space-time and generate gravitational waves.
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S
ubatomic particle physics has CERN. 

Astronomy has the Hubble telescope. 

Social science has the Internet, smart-

phones, email, social media, satel-

lites, and a myriad of other ways to 

follow human behavior. The gods of 

the information age have produced a whole 

panoply of technologies for social research 

along the journey to other destinations. 

Generally, social scientists have been 

poorly equipped to deal with the 21st-cen-

tury deluge of large-scale complex data. 

Computer scientists, well equipped to handle 

the data, are often ignorant of social theory 

and of foundational research methods in the 

social sciences. What is needed is an articula-

tion of core principles of designing research 

that are accessible to multiple disciplines. 

Into this breach steps Matthew Salganik. 

Salganik is one of the first natural-born 

computational social scientists, a sociolo-

gist whose doctoral work was one of the 

early landmark projects in the field (1). Bit 

by Bit is 90% textbook, 10% biography, put-

ting into personal context issues that Sal-

ganik was among the first to wrestle with.

The volume fits solidly into a genre of text-

books in the social sciences, inaugurated in 

1963 by Donald Campbell and Julian Stanley 

(2), that might be termed “practical episte-

mology.” That is, they address such questions 

as these: How do we create knowledge in the 

social sciences? How do we measure things? 

What’s the basis for statements like “20% of 

the population is X”, or “X causes Y”? 

In a sense, this type of textbook is about 

the architecture of research, the structure 

that will be necessary to support potential 

assertions. However, the range of social 

science research activities has changed 

dramatically, with profound im-

plications for potential design. 

Much as a steel frame enables 

the construction of buildings 

that reach toward the heavens 

and transform city skylines, the 

pervasive instrumentation of hu-

man behavior should likewise 

transform social science research. 

Bit by Bit is the first—and quite 

worthy—successor to the Camp-

bell volume, aimed at informing 

students how to design those 

blueprints in the emerging field 

of computational social science.

Other than the introduction and conclu-

sion, there are five core chapters to Bit by 

Bit. The first, “Observing behavior,” is fo-

cused on the massive, passive data collec-

tion that occurs in everyday life, identifying 

key opportunities and challenges in using 

big data for research. “Asking questions” 

adapts lessons learned from survey meth-

odology to big data: Core concerns about 

representativeness and measurement are 

amplified when recycling big data collected 

for other purposes. 

“Running experiments” discusses the 

scientific potential to run heretofore incon-

ceivably large-scale experiments. The Inter-

net, in particular, argues Salganik, enables 

the facilitation of large group experiments 

as well as the evaluation of heterogeneity of 

treatment effects. “Creating mass collabora-

tion” discusses the harnessing of the small 

efforts of many people for large-scale scien-

tific applications. 

The final chapter, “Ethics,” is a thought-

ful exposition on the core principles around 

ethical research generally, with a particular 

focus on the challenges that large-scale data 

collection poses. Privacy and security con-

cerns, for example, are magnified with scale 

and consentless third-party data collection. 

The text is clearly written—

even breezy, in parts. It puts the 

reader in the shoes of the re-

searcher: What decisions were 

made, why, and were those the 

best choices? It is suitable for 

an advanced undergraduate or 

graduate class in methodology, 

with a rigorous, mathematical 

appendix and a range of useful 

problems at the conclusion of 

each chapter. 

This book is not the place to 

learn about cutting-edge compu-

tational techniques. However, if 

you want to reflect on the potential value of, 

say, deep learning to understanding human 

behavioral data, there are relevant lessons. 

Despite the rapid evolution of the domain, 

this book will likely have staying power.

It is telling that my only complaint is 

that I would have liked to see more topics 

covered. How, for example, do we trans-

late more quasi-experimental approaches 

to the big data world? How do we rethink 

the power of panel data when there may be 

thousands or millions of observations per 

individual? How do we manage the com-

plex workflow of a computational social 

science project? How do we deal with the 

issue of replication with data that often 

cannot be shared? 

It may be, however, that the field more 

generally must advance before these chap-

ters can be written. In the interim, Bit by Bit

will be required reading for my students. j
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Social science, today
A breezy, personal guide provides a road map to solid 
computational social science research

By David Lazer

Bit by Bit

Social Research in 

the Digital Age

Matthew J. Salganik
Princeton University 

Press, 2017. 445 pp.

A deluge of digital data is transforming the way we collect and interpret social research.
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solve a problem of catastrophic 

failure in dielectric elastomer 

actuators. The dielectric’s liquid 

nature allowed it to self-heal—

something that would not be 

possible with a solid dielectric. 

The approach allowed the 

authors to exploit electrostatic 

and hydraulic forces to achieve 

muscle-like contractions in a 

powerful but delicate gripper. 

—MSL

Science, this issue p. 61

TOPOLOGICAL MATTER 

Heating up the quantum 
spin Hall effect 
Taking practical advantage of the 

topologically protected conduct-

ing edge states of topological 

insulators (TIs) has proven dif-

ficult. Semiconductor systems 

that have been identified as two-

dimensional TIs must be cooled 

down to near liquid helium 

temperatures to bring out their 

topological character. Wu et al. 

fabricated a heterostructure 

consisting of a monolayer of 

WTe
2
 placed between two lay-

ers of hexagonal boron nitride 

and found that its topological 

properties persisted up to a 

relatively high temperature of 

100 K. Engineering this so-called 

quantum spin Hall effect in a 

van der Waals heterostructure 

makes it possible to apply many 

established experimental tools 

and functionalities. —JS

Science, this issue p. 76 

CANCER IMMUNOTHERAPY 

Good bacteria help 
fight cancer 
Resident gut bacteria can affect 

patient responses to can-

cer immunotherapy (see the 

Perspective by Jobin). Routy et 

al. show that antibiotic consump-

tion is associated with poor 

response to immunotherapeutic 

PD-1 blockade. They profiled 

samples from patients with lung 

and kidney cancers and found 

that nonresponding patients 

had low levels of the bacterium 

Akkermansia muciniphila. Oral 

supplementation of the bacteria 

to antibiotic-treated mice restored 

the response to immunotherapy. 

Matson et al. and Gopalakrishnan 

et al. studied melanoma patients 

receiving PD-1 blockade and found 

a greater abundance of “good” 

bacteria in the guts of responding 

patients. Nonresponders had an 

imbalance in gut flora compo-

sition, which correlated with 

impaired immune cell activity. 

Thus, maintaining healthy gut 

flora could help patients combat 

cancer. —PNK

Science, this issue p. 91, p. 104, 

p. 97; see also p. 32

GAS GIANT PLANETS 

Cassini enters Saturn’s ionosphere 

T
he upper reaches of most planetary atmospheres contain a layer that is ionized by incom-

ing solar radiation—the ionosphere. As it went through its final orbits around Saturn, the 

Cassini spacecraft dipped close enough to the planet to pass directly through the ionosphere. 

Wahlund et al. examined the plasma data collected in situ and found that Saturn’s ionosphere 

is highly variable and interacts with the planet’s inner ring. They also observed decreases in 

ionization within regions shaded from the Sun by the rings. —KTS

Science, this issue p. 66

Cassini has collected data on the 

plasma in Saturn’s ionosphere.

 MATERIALS SCIENCE 

Liquids show their 
strength 
Dielectric elastomer actua-

tors are electrically powered 

muscle mimetics that offer 

high actuation strain and high 

efficiency but are limited by 

failure caused by high electric 

fields and aging. Acome et al. 

used a liquid dielectric, rather 

than an elastomeric polymer, to C
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MOLECULAR BIOLOGY 

Mitosis-specific role of ATR 
The ATR (ataxia telangiectasia 

mutated and Rad3-related) 

kinase plays important roles in 

the S phase and during the  DNA 

damage response to safeguard 

genome integrity. Kabeche et al. 

identified a distinct ATR activation 

pathway in mitosis that is also 

critical for suppressing genome 

instability (see the Perspective 

by Saldivar and Cimprich). ATR 

is recruited by Aurora A and 

activated by R loops at centro-

meres of mitotic chromosomes; 

this leads to Aurora B activation, 

which is necessary for accurate 

chromosome segregation. This 

mitotic, R loop–driven ATR signal-

ing pathway could potentially be 

exploited in the search for cancer 

therapeutics. —SYM

Science, this issue p. 108; 

see also p. 30

CORAL REEFS 

Not enough time 
for recovery
Coral bleaching occurs when 

stressful conditions result in the 

expulsion of the algal partner 

from the coral. Before anthro-

pogenic climate warming, such 

events were relatively rare, 

allowing for recovery of the reef 

between events. Hughes et al. 

looked at 100 reefs globally and 

found that the average interval 

between bleaching events is now 

less than half what it was before. 

Such narrow recovery windows 

do not allow for full recovery. 

Furthermore, warming events 

such as El Niño are warmer than 

previously, as are general ocean 

conditions. Such changes are 

likely to make it more and more 

difficult for reefs to recover 

between stressful events. —SNV

Science, this issue p. 80

SOCIAL SCIENCES 

Global reciprocity 
drives cooperation
Cooperation among nations 

promotes international trade, 

law, peace, and environmen-

tal protection. But how does 

cooperation emerge and persist 

among independent, self-

interested, and often compet-

ing nations? Frank et al. applied 

powerful causal inference 

techniques to a detailed global 

data set of country interactions 

from 1995 to 2015 to map inter-

national cooperation, influence, 

and reciprocity. In agreement 

with predictions from evolution-

ary game theory, reciprocity 

among nations, including power-

ful countries, is pervasive and 

leads to stable cooperation, even 

in the face of minor transgres-

sions. —AC 

Sci. Adv. 10.1126/

sciadv.aao5348 (2018).

TINNITUS

The sound of silence
Tinnitus reduces the quality of life 

for millions of sufferers world-

wide. Using a guinea pig model of 

tinnitus induced by noise trauma, 

Marks et al. delivered precisely 

timed bimodal auditory-somato-

sensory stimulation to induce 

long-term depression (LTD) in the 

cochlear nucleus. Twenty minutes 

of treatment per day reduced 

physiological and behavioral evi-

dence of tinnitus in the animals. 

The same bimodal 

protocol reduced tinni-

tus loudness in human 

subjects in a double-

blind, sham-controlled, 

crossover clinical study. 

Unimodal stimulation 

did not reduce tinnitus 

in the animals or the 

humans. This approach 

thus holds promise for 

suppressing chronic tin-

nitus in patients. —OMS

Sci. Transl. Med. 10, 

eaal3175 (2018).

SIGNAL TRANSDUCTION

Unconventional thyroid 
hormone signals
Thyroid hormone canoni-

cally signals through thyroid 

hormone receptors to enhance 

transcription of target genes. 

There is also evidence that 

thyroid hormone can activate 

nontranscriptional signaling 

mechanisms. To sort out the 

relative importance of canoni-

cal and noncanonical signaling, 

Hones et al. generated mice in 

which thyroid hormone recep-

tors were altered to prevent 

DNA binding and transcriptional 

effects (but noncanonical sig-

naling remained) and compared 

thyroid hormone action in these 

animals with that in wild-type 

mice or mice lacking thyroid 

hormone receptors entirely. 

They found that in vivo, several 

physiological actions of thyroid 

hormone—including regulation 

of body temperature, glucose 

and triglyceride concentrations 

in the blood, and heart rate—all 

appear to be mediated by non-

canonical or nontranscriptional 

mechanisms. —LBR 

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1706801115 (2017).
 

BIOCATALYSIS

Guiding an enzyme 
all around a ring
Most compounds of interest for 

pharmaceuticals, agrochemicals, 

and cosmetics have many C–H 

bonds, interspersed with a few 

carbon bonds to heavier elements 

that give them their distinct prop-

erties. Chemists therefore prize 

methods that let them selectively 

modify a variety of C–H bonds. 

Gilbert et al. report a versatile 

strategy that relies on a tethered 

amine to steer an engineered 

cytochrome P450 enzyme 

around 11- or 12-membered rings, 

transforming specific C–H bonds 

into C–O bonds. Subtle structural 

variation of the tether through 

click chemistry tunes the site 

selectivity. —JSY

ACS Cent. Sci. 10.1021/

acscentsci.7b00450 (2017).

MINOR PLANETS

An object from beyond 
the solar system
Gravitational interactions 

occasionally eject small bodies 

from the solar system, and this 

process is thought to have been P
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IN OTHER JOURNALS Edited by Caroline Ash 

and Jesse Smith

In a warming world, corals struggle to recover 

between bleaching events.
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particularly common while 

the system was first forming. 

The same thing should have 

occurred around other stars, 

casting comets and asteroids 

into interstellar space, but no 

such interstellar objects have 

been identified. Meech et al. 

discovered a small object, now 

formally designated 1I/2017 U1 

(‘Oumuamua), whose trajectory 

indicates that it arrived from 

interstellar space. Changes in 

its brightness demonstrate that 

‘Oumuamua is rotating and is 

several times longer than it is 

wide. ‘Oumuamua is quickly 

passing through the solar 

system and soon will resume its 

interstellar journey. —KTS

Nature 10.1038/nature25020 (2017).

MICROBIOTA

 Eats leaves and grooms
The gut microbiota influences 

many aspects of mammalian 

development and physiology. 

Yet we have a poor understand-

ing of how the gut microbiota 

is acquired and assembled. We 

know that social networks are 

important for the transmis-

sion of pathogens, but are they 

also implicated in transmission 

5 JANUARY 2018 • VOL 359 ISSUE 6371    45SCIENCE   sciencemag.org

of symbionts? Perofsky et al. 

investigated the microbiota of a 

social primate, a lemur species 

called Verreaux’s sifaka, living in 

the wild in Madagascar. These 

lemurs eat leaves and have a 

distinctive microbiota capable 

of digesting and detoxifying 

plant matter. The authors found 

that sex, dominance, and 

age influenced gut microbial 

composition, but social group 

membership explained 58% 

of the variation. Grooming and 

scent-marking are essential for 

lemur social cohesion, and com-

mensal microbes are transferred 

between individuals through this 

type of intimate contact, rather 

than being regulated by genetics 

or diet. —CA

Proc. R. Soc. B 284, 20172274 (2017).

BIOLOGY

Cytoplasmic transfer 
to tumor cells
Macrophages are innate 

immune cells that, when 

recruited to tumors, can 

promote tumor progression. 

Macrophage activity and 

phenotype can be influenced by 

molecules secreted by tumor 

cells. To monitor macrophage 

behavior, Roh-Johnson et al. 

used time-lapse imaging of a 

zebrafish model of melanoma. 

Unexpectedly, macrophages 

not only bound to but also 

transferred their cytoplasm 

into melanoma cells, which pro-

moted metastasis. Macrophage 

cytoplasmic transfer to 

melanoma cells also correlated 

with metastasis in mice. This 

unusual mechanism of cell-cell 

signaling raises questions about 

how such intercellular com-

munication is regulated and 

what molecules are transferred 

to melanoma cells to promote 

their metastasis. —GKA 

Dev. Cell 43, 549 (2017).

TRANSLATION

Ribosomes ignore 
the stop sign
Aminoglycoside antibiotics 

bind to bacterial ribosomes 

and inhibit protein synthesis. 

Eukaryotic ribosomes, in con-

trast, are not strongly inhibited 

by these molecules but show 

errors such as inaccurate 

translation and read-through of 

stop codons. Prokhorova et al. 

determined structures of the 

eukaryotic ribosome in complex 

with aminoglycoside antibiot-

ics and investigated how these 

molecules alter the conforma-

tion of the ribosome. They 

found distinct binding sites for 

different classes of aminogly-

cosides and multiple possible 

binding sites on each ribosome. 

The conformational changes 

induced by these molecules 

suggest multiple mechanisms 

by which the antibiotics inter-

fere with eukaryotic translation. 

—MAF

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1715501114 (2017).

Social interaction among Verreaux’s sifaka is responsible for transmission of gut 

microbes that are essential for digestion of their leaf-based diet.P
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PARASITE GENOMICS

Single-cell sequencing 
of malarial genomes

I
nfection with the parasite Plasmodium falciparum 

causes malaria. Individuals may be infected 

with multiple strains of P. falciparum, some of 

which may be drug-resistant. Understanding the 

complexity of these infections may provide infor-

mation about the diversity of the parasite population 

and aid in drug-targeting strategies. Overcoming 

the difficulties caused by AT bias in the Plasmodium 

genome, Trevino et al. optimized single-cell sequenc-

ing for late-stage P. falciparum parasites within 

infected individuals. From this analysis, they docu-

mented at least seven distinct parasitic haplotypes, 

traced meiotic events and hence relatedness among 

parasitic lineages, and found distinct single-

nucleotide variants that could be used for bulk 

analysis. —LMZ

Genome Biol. Evol. 10.1093/gbe/evx256 (2017). 

Single-cell sequencing of Plasmodium, here released from lysed 

red blood cells, allows for tracking of variation in the host.
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OCEANS 

Beneath the waves, 
oxygen disappears 
As plastic waste pollutes the 

oceans and fish stocks decline, 

unseen below the surface 

another problem grows: deoxy-

genation. Breitburg et al. review 

the evidence for the downward 

trajectory of oxygen levels in 

increasing areas of the open 

ocean and coastal waters. Rising 

nutrient loads coupled with 

climate change—each result-

ing from human activities—are 

changing ocean biogeochem-

istry and increasing oxygen 

consumption. This results in 

destabilization of sediments and 

fundamental shifts in the avail-

ability of key nutrients. In the 

short term, some compensatory 

effects may result in improve-

ments in local fisheries, such 

as in cases where stocks are 

squeezed between the surface 

and elevated oxygen minimum 

zones. In the longer term, these 

conditions are unsustainable 

and may result in ecosystem 

collapses, which ultimately will 

cause societal and economic 

harm. —CA

Science, this issue p. 46

CELL BIOLOGY 

Biophysical responses 
of proteins to stress 
Much recent work has focused 

on liquid-liquid phase separa-

tion as a cellular response to 

changing physicochemical 

conditions. Because ph ase 

separation responds critically 

to small changes in conditions 

such as pH, temperature, or salt, 

it is in principle an ideal way for 

a cell to measure and respond 

to changes in the environment. 

Small pH changes could, for 

instance, induce phase sepa-

ration of compartments that 

store, protect, or inactivate 

proteins. Franzmann et al. used 

the yeast translation termina-

tion factor Sup35 as a model 

for a phase separation–induced 

stress response. Lowering the 

pH induced liquid-liquid phase 

separation of Sup35. The 

resulting liquid compartments 

subsequently hardened into gels, 

which sequestered the termi-

nation factor. Raising the pH 

triggered dissolution of the gels, 

concomitant with translation 

restart. Protecting Sup35 in gels 

could provide a fitness advan-

tage to recovering yeast cells 

that must restart the translation 

machinery after stress. —SMH

Science, this issue p. 47

MALARIA 

Vivax malaria 
host receptor 
Human malaria is caused by half 

a dozen species of Plasmodium 

protozoan parasites, each with 

distinctive biology. P. vivax, 

which causes relapsing malaria, 

specifically parasitizes immature 

red blood cells called reticulo-

cytes. Gruszczyk et al. identified 

TfR1 (host transferrin receptor 1) 

as an alternative receptor for P. 

vivax. TfR1 binds to a specific P. 

vivax surface protein. However, 

the parasite that causes cerebral 

malaria, P. falciparum, does 

not share TfR1 as a receptor: P. 

falciparum could still infect cells 

in which TfR1 expression was 

knocked down, but P. vivax could 

not. Monoclonal antibodies to 

the P. vivax protein successfully 

hindered P. vivax infection of red 

blood cells. –CA

Science, this issue p. 48

COMPARATIVE GENOMICS 

Examining the 
consequences of selfing 
The Caenorhabditis genus of 

nematodes includes a mix of 

closely related outcrossing and 

self-fertilizing (selfing) species. 

Genome size differs widely 

among these different species. 

Yin et al. generated a genome 

assembly for the outcross-

ing nematode C. nigoni and 

compared it with that of its close 

relative, the selfing C. briggsae. 

C. briggsae has experienced a 

substantial decrease in genome 

size since the two species’ 

recent divergence. The underly-

ing causes of this size difference 

appear to involve a decrease 

in protein-coding genes and 

changes in other types of 

sequences that have homology 

with RNAs expressed primarily 

in C. nigoni males. One of the 

implicated gene families, the 

mss family, compromises sperm 

competitiveness. Thus, in nema-

todes, selfing appears to result in 

a decrease in genome size owing 

to selection to reduce male 

reproductive function. —LMZ

Science, this issue p. 55

STELLAR ASTROPHYSICS 

Observing more 
massive stars 
The number of stars that form 

at each mass is known as the 

initial mass function (IMF). For 

most masses, the IMF follows 

a power-law distribution, first 

determined by Edwin Salpeter 

in 1955. Schneider et al. used 

observations of the nearby star-

forming region 30 Doradus (also 

known as the Tarantula Nebula) 

and combined these with stellar 

modeling to determine its IMF. 

They found more stars above 

30 solar masses than predicted 

by the Salpeter distribution. 

Because the most massive stars 

also have the biggest influence 

on their surroundings—for 

instance, through ultraviolet 

radiation, stellar winds, super-

nova explosions, and production 

of heavy elements—this excess 

will have wide-ranging implica-

tions. —KTS

Science, this issue p. 69

POLYMERS 

A healing squeeze 
The very long molecules found 

in synthetic polymers, and 

their tendency to entangle and 

partially crystallize, impart 

many of the polymers’ useful 

properties. However, these same 

characteristics also mean that 

chain dynamics are slow, which 

impedes potential self-healing. 

Yanagisawa et al. developed a 

family of ether-thiourea linear 

polymers that form hydrogen-

bonded networks and still 

manage to stay amorphous. The 

polymers are stiff, showing the 

strength of the hydrogen bond-

ing; however, because these 

bonds can easily reform, the 

polymer is also able to self-heal 

when compressed. —MSL

Science, this issue p. 72

 HIV SUSCEPTIBILITY 

Inhibiting natural killer 
cells in AIDS 
The human leukocyte antigen 

(HLA) gene complex varies enor-

mously among individuals and 

helps explain individual variation 

in immunity to infectious dis-

eases. Ramsuran et al. examined 

data from almost 10,000 HIV 

infections. Expression of the 

HLA-A and -B alleles was associ-

ated with higher viral load, 

reduced CD4+ T cell counts, 

and accelerated progression 

to AIDS. Higher levels of HLA-A 

expression increased expres-

sion of HLA-E, which blocks a 

specific receptor (NKG2A) on 

the immune cells that normally 

eliminate virus-infected cells. 

Thus, targeting NKG2A might 

provide a therapeutic avenue for 

HIV treatment. —CA 

Science, this issue p. 86

ECOLOGICAL GENOMICS 

Yellow warblers already 
in decline 
 As the climate changes, species’ 

ability to adapt to changing 

conditions may relate directly 

to their future persistence. 

Determining whether and when 

this will happen is challenging, 

however, because it is difficult 

to tease apart the causes of 

decline or maintenance. Bay 

et al. looked at the relationship 
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between genomic variation 

and the environment in North 

American populations of the yel-

low warbler (see the Perspective 

by Fitzpatrick and Edelsparre). 

Genes linked to exploratory 

and migratory behavior were 

important for successful climate 

adaptation. Furthermore, popu-

lations identified as “genetically 

vulnerable” because of limited 

climate-associated genomic 

variation were already declin-

ing. —SNV

Science, this issue p. 83; 

see also p. 29

IMMUNOLOGY 

Inflammatory ILC2s 
are itinerant sentinels 
Group 2 innate lymphoid 

cells (ILC2s) are a popula-

tion of immune cells that play 

important roles in tissue 

homeostasis and barrier immu-

nity to helminths. Recent work 

has suggested that ILC2s are 

primarily long-term residents 

of tissues that do not readily 

recirculate. Huang et al. now 

demonstrate, however, that 

these findings do not necessarily 

hold true for the interleukin-25 

(IL-25)–responsive KLRG1hi 

“inflammatory” ILC2 (iILC2) 

subset (see the Perspective by 

Mjösberg and Rao). In response 

to exogenous IL-25 or helminth 

infection, iILC2 precursors in the 

small intestinal lamina propria 

proliferate and alter their expres-

sion of sphingosine 1-phosphate 

(S1P) receptors. They then 

traffic to both lymphatic and 

nonlymphatic organs in a partly 

S1P-dependent manner, partici-

pating in vital anti-helminth and 

tissue repair responses. —STS

Science, this issue p. 114; 

see also p. 36

OCEANS

To mine or not to mine
The seafloor contains large 

amounts of valuable miner-

als that are increasingly seen 

as viable mining targets. In 

a Perspective, Boetius and 

Haeckel argue that such 

mining would carry large envi-

ronmental risks—for example, to 

little-known ecological com-

munities in the deep sea. Mining 

impacts in such environments 

would be difficult and expen-

sive to remediate, and research 

knowledge from small-scale 

experiments is difficult to 

extrapolate to the commercial 

scale. The authors call for an 

integrated research and regula-

tory framework that protects the 

seafloor. —JFU

Science, this issue p. 34

CANCER IMMUNOTHERAPY

Taking aim at 
regulatory T cells
Cancer immunotherapy 

attempts to stimulate the 

patient’s immune system 

against a tumor, but it can be 

limited by the suppressive 

effects of the patient’s own 

regulatory T (T
reg

) cells. Nie et al. 

showed that coinhibiting a TNF 

(tumor necrosis factor) receptor 

reduced T
reg

 cell activity and 

proliferation, stimulated antitu-

mor immune memory, and even 

shrank colon and breast tumors 

in mice that were unrespon-

sive to common single-agent 

immunotherapies. Thus, adding 

anti-TNF therapeutics may help 

to increase and broaden the 

efficacy of immunotherapy for 

cancer patients. —LKF

Sci. Signal. 10, eaan0790 (2018).

HUMAN IMMUNOLOGY

Taking a look at 
lipid surveillance 
Human group 2 innate lym-

phoid cells (ILC2s) play roles in 

maintaining homeostasis and 

defending against pathogens, 

but dysregulated ILC2 responses 

have been linked to asthma and 

allergic responses. Hardman 

et al. used an in vivo human 

skin challenge model to show 

that ILC2s express CD1a, which 

is regulated by the cytokine 

TSLP. CD1a+ ILC2s can present 

endogenous lipid antigens to 

CD1a-reactive T cells and induce 

inflammatory responses. CD1a+ 

ILC2s expressed the phospholi-

pase PLA2G4A, contributing to 

CD1a-mediated T cell activation. 

This pathway was involved in 

sensing Staphylococcus aureus–

associated skin inflammation. 

Thus, lipid sensing by skin-

resident ILC2s may contribute 

to atopic skin inflammation and 

pathogen surveillance. —CNF

Sci. Immunol. 2, eaan5918 (2017).
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Declining oxygen in the global ocean
and coastal waters
Denise Breitburg,* Lisa A. Levin, Andreas Oschlies, Marilaure Grégoire,
Francisco P. Chavez, Daniel J. Conley, Véronique Garçon, Denis Gilbert,
Dimitri Gutiérrez, Kirsten Isensee, Gil S. Jacinto, Karin E. Limburg, Ivonne Montes,
S. W. A. Naqvi, Grant C. Pitcher, Nancy N. Rabalais, Michael R. Roman,
Kenneth A. Rose, Brad A. Seibel, Maciej Telszewski, Moriaki Yasuhara, Jing Zhang

BACKGROUND: Oxygen concentrations in
both the open ocean and coastal waters have
been declining since at least the middle of the
20th century. This oxygen loss, or deoxygenation,
is one of themost important changes occurring
in an ocean increasingly modified by human
activities that have raised temperatures, CO2

levels, and nutrient inputs and have altered the
abundances and distributions ofmarine species.
Oxygen is fundamental to biological and bio-
geochemical processes in the ocean. Its decline
can cause major changes in ocean productivity,
biodiversity, and biogeochemical cycles. Analy-
ses of direct measurements at sites around the
world indicate that oxygen-minimum zones in
the openoceanhave expandedby severalmillion
square kilometers and that hundreds of coast-
al sites now have oxygen concentrations low
enough to limit thedistribution and abundance
of animal populations and alter the cycling of
important nutrients.

ADVANCES: In the open ocean, global warm-
ing, which is primarily caused by increased

greenhouse gas emissions, is considered the
primary cause of ongoing deoxygenation. Nu-
merical models project further oxygen declines
during the 21st century, even with ambitious
emission reductions. Rising global temperatures
decrease oxygen solubility in water, increase
the rate of oxygen consumption via respira-
tion, and are predicted to reduce the introduc-
tion of oxygen from the atmosphere and surface
waters into the ocean interior by increasing
stratification and weakening ocean overturn-
ing circulation.
In estuaries and other coastal systems strongly

influenced by their watershed, oxygen declines
have been caused by increased loadings of nu-
trients (nitrogen and phosphorus) and organic
matter, primarily fromagriculture; sewage; and
the combustion of fossil fuels. In many regions,
further increases in nitrogendischarges to coast-
al waters are projected as human populations
and agricultural production rise. Climate change
exacerbates oxygen decline in coastal systems
through similar mechanisms as those in the
open ocean, as well as by increasing nutrient

delivery from watersheds that will experience
increased precipitation.
Expansion of low-oxygen zones can increase

production of N2O, a potent greenhouse gas;
reduce eukaryotebiodiversity; alter the structure
of food webs; and negatively affect food secu-
rity and livelihoods. Both acidification and in-
creasing temperature aremechanistically linked
with the process of deoxygenation and combine
with low-oxygen conditions to affect biogeo-

chemical, physiological, and
ecological processes. How-
ever, an important paradox
to consider in predicting
large-scale effects of future
deoxygenation is that high
levels of productivity in

nutrient-enriched coastal systems and upwell-
ingareasassociatedwithoxygen-minimumzones
also support some of the world’s most prolific
fisheries.

OUTLOOK: Major advances have been made
toward understanding patterns, drivers, and
consequences of ocean deoxygenation, but there
is a need to improve predictions at large spatial
and temporal scales important to ecosystem ser-
vices provided by the ocean. Improved numerical
models of oceanographic processes that control
oxygen depletion and the large-scale influence
of altered biogeochemical cycles are needed
to better predict the magnitude and spatial pat-
terns of deoxygenation in the open ocean, as
well as feedbacks to climate. Developing and
verifying the next generation of these models
will require increased in situ observations and
improved mechanistic understanding on a va-
riety of scales. Models useful for managing
nutrient loads can simulate oxygen loss in coast-
al waters with some skill, but their ability to
project future oxygen loss is often hampered
by insufficient data and climate model projec-
tions on drivers at appropriate temporal and
spatial scales. Predicting deoxygenation-induced
changes in ecosystem services and human wel-
fare requires scaling effects that are measured
on individual organisms to populations, food
webs, and fisheries stocks; considering com-
bined effects of deoxygenation and other ocean
stressors; and placing an increased research
emphasis on developing nations. Reducing the
impacts of other stressors may provide some
protection to species negatively affected by low-
oxygen conditions. Ultimately, though, limiting
deoxygenation and its negative effects will ne-
cessitate a substantial global decrease in green-
house gas emissions, as well as reductions in
nutrient discharges to coastal waters.▪
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Low and declining oxygen levels in the open ocean and coastal waters affect processes
ranging from biogeochemistry to food security. The global map indicates coastal sites
where anthropogenic nutrients have exacerbated or caused O2 declines to <2 mg liter−1

(<63 mmol liter−1) (red dots), as well as ocean oxygen-minimum zones at 300 m of depth
(blue shaded regions). [Map created from data provided by R. Diaz, updated by members of
the GO2NE network, and downloaded from the World Ocean Atlas 2009].
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Declining oxygen in the global ocean
and coastal waters
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Oxygen is fundamental to life. Not only is it essential for the survival of individual animals,
but it regulates global cycles of major nutrients and carbon. The oxygen content of the
open ocean and coastal waters has been declining for at least the past half-century, largely
because of human activities that have increased global temperatures and nutrients
discharged to coastal waters. These changes have accelerated consumption of oxygen by
microbial respiration, reduced solubility of oxygen in water, and reduced the rate of oxygen
resupply from the atmosphere to the ocean interior, with a wide range of biological and
ecological consequences. Further research is needed to understand and predict long-term,
global- and regional-scale oxygen changes and their effects on marine and estuarine
fisheries and ecosystems.

O
xygen levels have been decreasing in the
open ocean and coastal waters since at least
themiddle of the 20th century (1–3). This
ocean deoxygenation ranks among themost
important changes occurring inmarine eco-

systems (1, 4–6) (Figs. 1 and 2). The oxygen content
of the ocean constrains productivity, biodiversity,
and biogeochemical cycles.Major extinction events
in Earth’s history have been associatedwithwarm
climates and oxygen-deficient oceans (7), and un-
der current trajectories, anthropogenic activities
could drive the ocean towardwidespread oxygen
deficiency within the next thousand years (8). In
this Review,we refer to “coastal waters” as systems
that are strongly influenced by their watershed,
and the “open ocean” as waters in which such in-
fluences are secondary.
The open ocean lost an estimated 2%, or 4.8 ±

2.1 petamoles (77 billion metric tons), of its oxy-
gen over the past 50 years (9). Open-ocean oxygen-
minimum zones (OMZs) have expanded by an
area about the size of the EuropeanUnion (4.5mil-
lion km2, based on water with <70 mmol kg−1 oxy-
gen at 200 m of depth) (10), and the volume of

water completely devoid of oxygen (anoxic) has
more than quadrupled over the same period (9).
Upwelling of oxygen-depleted water has intensi-
fied in severity and duration along some coasts,
with serious biological consequences (11).
Since 1950,more than 500 sites in coastal waters

have reported oxygen concentrations ≤2mg liter−1

(=63 mmol liter−1 or ≅61 µmol kg-1), a threshold
often used to delineate hypoxia (3, 12) (Fig. 1A).
Fewer than 10% of these systems were known to
have hypoxia before 1950.Manymorewater bodies
may be affected, especially in developing nations
where available monitoring data can be sparse
and inadequately accessed even for waters receiv-
ing high levels of untreated human and agricul-
tural waste. Oxygen continues to decline in some
coastal systems despite substantial reductions in
nutrient loads, which have improved other water
quality metrics (such as levels of chlorophyll a)
that are sensitive to nutrient enrichment (13).
Oxygen is naturally low or absent where bio-

logical oxygen consumption through respiration
exceeds the rate of oxygen supplied by physical
transport, air-sea fluxes, and photosynthesis for

sufficient periods of time. A large variety of such
systems exist, including the OMZs of the open
ocean, the cores of somemode-water eddies, coastal
upwelling zones, deep basins of semi-enclosed seas,
deep fjords, and shallow productive waters with
restricted circulation (14, 15). Whether natural or
anthropogenically driven, however, low oxygen
levels and anoxia leave a strong imprint on bio-
geochemical and ecological processes. Electron ac-
ceptors, such as Fe(III) and sulfate, that replace
oxygenasconditionsbecomeanoxic yield less energy
than aerobic respiration and constrain ecosystem
energetics (16). Biodiversity, eukaryotic biomass,
and energy-intensive ecological interactions such
as predation are reduced (17–19), and energy is
increasingly transferred to microbes (3, 16). As
oxygen depletion becomesmore severe, persistent,
andwidespread, a greater fraction of the ocean is
losing its ability to support high-biomass, diverse
animal assemblages and provide important eco-
system services.
But the paradox is that these areas, sometimes

called dead zones, are far from dead. Instead they
contribute to some of the world’s most produc-
tive fisheries harvested in the adjacent, oxygenated
waters (20–22) and host thrivingmicrobial assem-
blages that utilize a diversity of biogeochemical
pathways (16). Eukaryote organisms that use low-
oxygen habitats have evolved physiological and
behavioral adaptations that enable them to extract,
transport, and store sufficient oxygen, maintain
aerobicmetabolism, and reduce energy demand
(23–26). Fishes, for example, adjust ventilation
rate, cardiac activity, hemoglobin content, and O2

binding and remodel gill morphology to increase
lamellar surface area (27). For some small taxa,
including nematodes andpolychaetes, high surface
area–to–volume ratios enhance diffusion and con-
tribute to hypoxia tolerance (26).Metabolic depres-
sion (23, 25, 28) and high H2S tolerance (24) are
also key adaptations by organisms to hypoxic and
anoxic environments.

Causes of oxygen decline
Global warming as a cause of oxygen
loss in the open ocean

The discovery of widespread oxygen loss in the
open ocean during the past 50 years depended
on repeated hydrographic observations that re-
vealed oxygen declines at locations ranging from
the northeast Pacific (29) and northern Atlantic
(30) to tropical oceans (2). Greenhouse gas–driven
global warming is the likely ultimate cause of this
ongoing deoxygenation inmany parts of the open
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ocean (31). For the upper ocean over the period
1958–2015, oxygen and heat content are highly cor-
relatedwith sharp increases in both deoxygenation
and ocean heat content, beginning in the mid-
1980s (32).
Ocean warming reduces the solubility of oxy-

gen. Decreasing solubility is estimated to account
for ~15% of current total global oxygen loss and
>50% of the oxygen loss in the upper 1000 m of
the ocean (9, 33). Warming also raises metabolic
rates, thus accelerating the rate of oxygen con-
sumption. Therefore, decomposition of sinking
particles occurs faster, and remineralization of
these particles is shifted toward shallower depths
(34), resulting in a spatial redistribution but not nec-
essarily a change in the magnitude of oxygen loss.
Intensified stratificationmay account for the

remaining 85% of global ocean oxygen loss by re-
ducing ventilation—the transport of oxygen into
the ocean interior—and by affecting the supply of
nutrients controlling production of organic mat-
ter and its subsequent sinking out of the surface
ocean. Warming exerts a direct influence on ther-
mal stratification and indirectly enhances salinity-
driven stratification through its effects on icemelt
and precipitation. Increased stratification alters
the mainly wind-driven circulation in the upper
few hundred meters of the ocean and slows the
deep overturning circulation (9). Reduced venti-
lation, which may also be influenced by decadal
to multidecadal oscillations in atmospheric forcing
patterns (35), has strong subsurfacemanifestations
at relatively shallow ocean depths (100 to 300m)
in the low- to mid-latitude oceans and less pro-
nounced signaturesdowntoa fewthousandmeters
at high latitudes. Oxygen declines closer to shore
have also been found in some systems, including
the California Current and lower Saint Lawrence
Estuary, where the relative strength of various
currents have changed and remineralization has
increased (36, 37).
There is general agreement between numerical

models and observations about the total amount

of oxygen loss in the surface ocean (38). There is
also consensus that direct solubility effects do
not explain themajority of oceanic oxygen decline
(31). However, numericalmodels consistently sim-
ulate a decline in the total global ocean oxygen
inventory equal to only about half that of themost
recent observation-based estimate and also pre-
dict different spatial patterns of oxygen decline or,
in some cases, increase (9, 31, 39). These discrep-
ancies are most marked in the tropical thermo-
cline (40). This is problematic for predictions of
future deoxygenation, as these regions host large
open-ocean OMZs, where a further decline in oxy-
gen levels could have large impacts on ecosystems
and biogeochemistry (Fig. 2A). It is also unclear
howmuch ocean oxygen decline can be attributed
to alterations in ventilation versus respiration.
Mechanisms other than greenhouse gas–driven
global warming may be at play in the observed
oceanoxygendecline that are notwell represented
in current ocean models. For example, internal os-
cillations in the climate system, such as the Pacific
Decadal Oscillation, affect ventilation processes
and, eventually, oxygen distributions (35).
Models predict that warming will strengthen

winds that favor upwelling and the resulting
transport of deeper waters onto upper slope and
shelf environments in some coastal areas (41, 42),
especially at high latitudes within upwelling sys-
tems that form along the eastern boundary of
ocean basins (43). The predicted magnitude and
direction of change is not uniform, however, either
within individual large upwelling systems or
among different systems. Upwelling in the south-
ern Humboldt, southern Benguela, and northern
Canary Eastern Boundary upwelling systems is
predicted to increase in both duration and inten-
sity by the end of the 21st century (43).Where the
oxygen content of subsurface source waters de-
clines, upwelling introduceswater to the shelf that
is both lower in oxygen and higher in CO2. Along
the central Oregon coast of the United States in
2006, for example, anoxic waters upwelled to

depths of <50mwithin 2 kmof shore, persisted for
4 months, and resulted in large-scale mortality of
benthicmacro-invertebrates (11). There are no prior
records of such severe oxygen depletion over the
continental shelf orwithin theOMZ in this area (11).

Nutrient enrichment of coastal waters

Sewage discharges have been known to deplete
oxygen concentrations in estuaries since at least
the late 1800s (44), and by themid 1900s the link
to agricultural fertilizer runoff was discussed (45).
Nevertheless, the number and severity of hypoxic
sites has continued to increase (Fig. 2B). The hu-
man population has nearly tripled since 1950 (46).
Agricultural production has greatly increased to
feed this growing population andmeet demands
for increased consumption of animal protein, re-
sulting in a 10-fold increase in global fertilizer use
over the same period (47). Nitrogen discharges
from rivers to coastal waters increased by 43% in
just 30 years from 1970 to 2000 (48), with more
than three times as much nitrogen derived from
agriculture as from sewage (49).
Eutrophication occurs when nutrients (primar-

ily N and P) and biomass from human waste and
agriculture, as well as N deposition from fossil
fuel combustion, stimulate the growth of algae
and increase algal biomass. The enhanced primary
and secondary production in surface waters in-
creases the delivery rate of degradable organic
matter to bottomwaterswheremicrobial decom-
position by aerobic respiration consumes oxygen.
Once oxygen levels are low, behavioral and bio-
geochemical feedbacks can hinder a return to
higher-oxygen conditions (50). For example, bur-
rowing invertebrates that introduce oxygen to
sediments die or fail to recruit, and sediment phos-
phorus is released, fueling additional biological
production in the water column and eventual in-
creased oxygen consumption.
Coastal systems vary substantially in their sus-

ceptibility todeveloping lowoxygenconcentrations.
Low rates of vertical exchange within the water
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Fig. 1. Oxygen has declined in both the open ocean and coastal
waters during the past half-century. (A) Coastal waters where oxygen
concentrations ≤61 mmol kg−1 (63 mmol liter−1 or 2 mg liter−1) have been
reported (red) (8, 12). [Map created from data in (8) and updated by
R. Diaz and authors] (B) Change in oxygen content of the global ocean
in mol O2 m−2 decade−1 (9). Most of the coastal systems shown here
reported their first incidence of low oxygen levels after 1960. In some

cases, low oxygen may have occurred earlier but was not detected
or reported. In other systems (such as the Baltic Sea) that reported
low levels of oxygen before 1960, low-oxygen areas have become
more extensive and severe (59). Dashed-dotted, dashed, and solid
lines delineate boundaries with oxygen concentrations <80, 40, and
20 mmol kg−1, respectively, at any depth within the water column (9).
[Reproduced from (9)]
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column reduce rates of oxygen resupply (51), and
long water-retention times favor the accumulation
of phytoplankton biomass (14) and its eventual
subsurface degradation. Chesapeake Bay develops
hypoxia and anoxia that persist for several months
during late spring through early autumn and cover
up to 30% of the system area. In contrast, the
nearby Delaware Bay, which has weaker strat-
ification and a shorter retention time, does not
develop hypoxia, in spite of similar nutrient loads
(52).ManilaBay is adjacent to amega-
city and also receives similar loads
on an annual basis, but it becomes
hypoxic principally during the wet
southwest monsoon period, when
rainfall increases nutrient loads and
stratification (53).
Low oxygen in coastal waters and

semi-enclosed seas can persist for
minutes to thousands of years and
may extend over spatial scales rang-
ing from less than one tomany thou-
sands of square kilometers. Both local
and remote drivers lead to tempo-
ral and spatial variations in hypoxia.
Local weather can influence oxy-
gen depletion in very shallow water
through wind mixing and the effect
of cloud cover onphotosynthesis (54).
At larger spatial scales, variations in
wind direction and speed (55), pre-
cipitation and nutrient loads (56),
sea surface temperature (57), and
nutrient content of water masses
transported into bottom layers of
stratified coastal systems contribute
to interannual and longer-period var-
iations in hypoxic volume, duration,
and rate of deoxygenation (14).

Climate change in
coastal waters

Warming is predicted to exacerbate
oxygen depletion in many nutrient-
enriched coastal systems through
mechanisms similar to those of the
open ocean: increased intensity and
duration of stratification, decreased
oxygen solubility, and accelerated res-
piration (4, 58, 59). The current rate
of oxygen decline in coastal areas ex-
ceeds that of the open ocean (60),
however, likely reflecting the com-
bined effects of increased warming
of shallow water and higher con-
centrations of nutrients. Higher air
temperatures can result in earlier
onset and longer durations of hypoxia
in eutrophic systems through effects
on the seasonal timing of stratifica-
tion and the rate of oxygen decline
(58). An ensemblemodeling study of
the Baltic Sea projects declining oxy-
gen under all but the most aggres-
sive nutrient-reduction plans, owing
to increased precipitation and con-
sequent nutrient loads, decreased

flux of oxygen from the atmosphere, and increased
internal nutrient cycling. Even aggressive nutrient
reduction is projected to yield far less benefit under
climate change than under current conditions (61).
Because of regional variations in the effects of

global warming on precipitation and winds, the
rate and direction of change in oxygen content is
expected to vary among individual coastal water
bodies (4, 58).Where precipitation increases, both
stratification and nutrient discharges are expected

to increase, with the reverse occurring in regions
where precipitation decreases. Changes in seasonal
patterns of precipitation and rates of evaporation
can also be important. Coastal wetlands that re-
move nutrients before they reach open water are
predicted to be lost as sea levels rise, decreasing
capacity to remove excess nitrogen, but the rate
of wetland inundation and the ability of wetlands
to migrate landward will vary.

Effects of ocean deoxygenation

Oxygen influences biological and bio-
geochemical processes at their most
fundamental level (Fig. 3). As re-
search is conducted inmore habitats
and using new tools and approaches,
the range of effects of deoxygenation
that have been identified, and the
understanding of the mechanisms
behind those effects, has increased
substantially. Although 2 mg liter−1

(61 mmol kg−1) is a useful threshold
for defining hypoxia when the goal is
to quantify the number of systems or
the spatial extent of oxygen-depleted
waters, amore appropriate approach
when considering biological and eco-
logical effects is to simply define hy-
poxia as oxygen levels sufficiently low
to affect key or sensitive processes.
Organisms have widely varying oxy-
gen tolerances, even in shallowcoastal
systems (19). In addition, because tem-
perature affects not only oxygen sup-
ply (through its effect on solubility
and diffusion) but also the respira-
tory demand by organisms, oxygen
limitation for organisms is better
expressed as a critical oxygen partial
pressure below which specific or-
ganisms exhibit reducedmetabolic
functions than in terms of oxygen
concentration (62, 63).

Biological responses

Ocean deoxygenation influences life
processes from genes to emergent
properties of ecosystems (Fig. 4). All
obligate aerobicorganismshave limits
to the severity or duration of oxygen
depletion for which they can com-
pensate. Low oxygen levels can re-
duce survival and growth and alter
behavior of individual organisms
(3, 4, 26, 64). Reproduction can be
impaired by reduced energy alloca-
tion to gamete production, as well
as interference with gametogenesis,
neuroendocrine function, and hor-
mone production, and can ultimate-
ly affect populations and fisheries
(65–67). Exposure to hypoxia can
trigger epigenetic changes expressed
in future generations, even if these
generations are not exposed to hy-
poxia (68). Brief, repeated exposure
to low oxygen can alter immune
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Fig. 2. Dissolved oxygen concentrations in the open ocean and the
Baltic Sea. (A) Oxygen levels at a depth of 300 m in the open ocean.
Major eastern boundary and Arabian Sea upwelling zones, where oxygen
concentrations are lowest, are shown in magenta, but low oxygen levels
can be detected in areas other than these major OMZs. At this depth, large
areas of global ocean water have O2 concentrations <100 mmol liter−1

(outlined and indicated in red). ETNP, eastern tropical North Pacific; ETSP,
eastern tropical South Pacific; ETSA, eastern tropical South Atlantic;
AS, Arabian Sea. [Max Planck Institute for Marine Microbiology, based on
data from the World Ocean Atlas 2009] (B) Oxygen levels at the bottom
of the Baltic Sea during 2012 (59). In recent years, low-oxygen areas
have expanded to 60,000 km2 as a result of limited exchange, high
anthropogenic nutrient loads, and warming waters (59) (red, O2 concentration
≤63 mmol liter−1 [2 mg liter−1]; black, anoxia). [Reproduced from (59)]
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responses, increase disease, and reduce growth
(69, 70).
In both oceanic and coastal systems, vertical

and horizontal distributions of organisms follow
oxygen gradients and discontinuities, andmigra-
tory behavior is constrained in response to both
oxygen availability and theways that oxygen alters
the distributions of predators and prey (64, 71). Be-
cause oxygen tolerances and behavioral responses
to low oxygen levels vary among species, taxa,
trophic groups, andwithmobility (19), encounter
rates, feeding opportunities, and the structure of
marine foodwebs change.Movement to avoid low
oxygen can result in lost feeding opportunities on
low-oxygen–tolerant prey and can increase energy
expended in swimming (19, 70). Hypoxia effects
on vision, a function that is highly oxygen intensive,
may contribute to these constraints, inpart through
changing light requirements (72).
The presence and expansion of low–water col-

umn oxygen reduces diel migration depths, com-
pressing vertical habitat and shoaling distributions
of fishery species and their prey (73–75). For pelagic
species, habitat compression can increase vulner-
ability to predation as animals are restricted to
shallower, better-lit waters and can increase vul-
nerability to fishing by predictably aggregating
individuals at shallower or lateral edges of low-
oxygen zones (71, 76–78). For demersal species,
hypoxia-induced habitat compression can lead to
crowding and increased competition for prey (73),
potentially resulting in decreased body condition
of important fishery species such as Baltic cod (79).
In contrast, migration into and out of hypoxic

waters can allow some animals to utilize oxygen-
depleted habitats for predator avoidance or to
feed on hypoxia-tolerant prey, and then to return
to more highly oxygenated depths or locations
(23, 80). Habitat compression may also enhance
trophic efficiency in upwelling regions, contrib-
uting to their extraordinary fish productivity
(20, 21). Some hypoxia-tolerant fish and inverte-
brate species expand their ranges asOMZs expand
(28, 81), and their predators and competitors are
excluded.

Multiple stressors

Deoxygenation is mechanistically linked to other
ocean stressors, includingwarming (82) and acidi-
fication (83), and thus it is often their combined
effects that shape marine ecosystems (84, 85).
Because hypoxia limits energy acquisition, it is es-
pecially likely to exacerbate effects of co-occurring
stressors that increase energy demands (65). The
thermal tolerance of ectotherms is limited by their
capacity to meet the oxygen demands of aerobic
metabolism (62). Increased temperature elevates
oxygen demand while simultaneously reducing
oxygen supply, thus expanding the area of the
oceans and coastal waters where oxygen is insuf-
ficient. Through this mechanism, ocean warming
is predicted to result in shifts in the distribution
of fishes and invertebrates poleward by tens to
hundreds of kilometers per decade, shifts into
deeper waters, and local extinctions (63, 86).Mod-
els project that warming combined with even
modest O2 declines (<10 mmol kg−1) can cause

declines in important fishery species that are
sensitive to low oxygen levels (87). Physiological
oxygen limitation in warming waters is also pre-
dicted to reduce maximum sizes of many fish
species, including some that support important
fisheries (88).
Increased respiration that causes deoxygenation

also amplifies the problem of ocean acidification
because the by-product of aerobic respiration is
CO2. Temporal and spatial variations in oxygen
in subpycnocline and shallow eutrophic waters
are accompanied by correlated fluctuations in
CO2. In highly productive estuarine, coastal, and
upwelling regions, oxygen concentrations and pH
can exhibit extreme fluctuations episodically and
on diel, tidal, lunar, and seasonal cycles (83, 89).
Elevated CO2 can sometimes decrease the oxygen
affinity of respiratory proteins (90), reduce toler-
ance to low oxygen by increasing the metabolic
cost of maintaining acid-base balance (91), and
reduce responses to low oxygen that would other-
wise increase survival (92). Neither the occurrence
nor the magnitude of cases in which acidification
exacerbates the effects of low oxygen are currently
predictable (83).
Other covarying factors, such as nutrients and

fisheries dynamics, can mask or compensate for

effects of deoxygenation, complicating manage-
ment decisions. Fisheriesmanagement is designed
to adjust effort and catch as population abundance
changes (93). Thus, direct and indirect effects of
deoxygenation on a harvested population may
not be easily traceable inmonitoring or catch data
because management actions adjust for the loss
in abundance. In addition, high nutrient loads can
stimulate production in a habitat that remains
well oxygenated, at least partially offsetting lost
production within a hypoxic habitat (52). Total
landings of finfish, cephalopods, and large mobile
decapods are positively correlated with nitrogen
loads (22), in spite of hypoxia in bottom waters
(52). The conflation of habitat loss and nutrient
enrichment is prominent in upwelling zones, as
well as eutrophic coastal waters. Increased upwell-
ing of nutrient-rich, oxygen-depleted waters from
the 1820s to the 20th century has increased pri-
mary and fish productivity off the coast of Peru,
for example (94). However, there are limits to
the extent of hypoxia that can form before total
system-wide fishery landings decline. In addition,
individual species dependent on adegradedhabitat
may decline, whereas other species able to use
more highly oxygenated habitats within the same
system thrive (52).
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Fig. 3. Life and death at low oxygen levels. (A) Animals using low-oxygen habitats exhibit
a range of physiological, morphological, and behavioral adaptations. For example, teribellid
worms (Neoamphitrite sp., Annelida) with large branchaea and high hemoglobin levels can
survive in the extremely low oxygen levels found at 400 m depth in the Costa Rica Canyon.
(B) Fish kills in aquaculture pens in Bolinao, Philippines, had major economic and health
consequences for the local population. (C) The ctenophore Mnemiopsis leidyi is more
tolerant of low oxygen than trophically equivalent fishes in its native habitat in the Chesapeake
Bay and can use hypoxic areas from which fish are excluded. (D) A low-oxygen event
caused extensive mortality of corals and associated organisms in Bocas del Toro, Panama.
These events may be a more important source of mortality in coral reefs than previously
assumed.P
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Biogeochemistry
Oxygen availability affects remineralization pro-
cesses and associated sources and sinks of im-
portant nutrient elements, such as nitrogen,
phosphorus, and iron. Even when occurring in
relatively small, low-oxygen regions, the effects of
oxygen-dependent nutrient-cycling processes are
communicated to the wider ocean by circulation.
Hence, local changes within OMZs can influence
nutrient budgets, biological productivity, and
carbon fixation on regional to global scales, and

changes in oxygen-depleted bottomwaters of coast-
al systems can affect entire water bodies.
In addition to nitrogen, phosphorus, and iron,

which are discussed in more detail below, a wide
range of other elements are affected by oxygen
conditions. Hydrogen sulfide, which is toxic to
most aerobic organisms, is produced in anoxic
sediments and can be released to the overlying
water column, especially during upwelling events
(16). Methane, a potent greenhouse gas, is also
produced in anoxic sediments, but methanotro-

phic activity limits its release to the atmosphere
(95). Hypoxia increases conversion of As(V) to the
more toxic As(III) (96). Cadmium, copper, and zinc
form sulfide precipitates in the presence of anoxic
or extremely oxygen-deficient waters and sulfides
(97). This process may affect the global distribu-
tion of tracemetals, some of which serve asmicro-
nutrients for plankton growth, but the importance
of such controls is yet to be fully evaluated.
Where oxygen levels are extremely low or ab-

sent, anaerobic remineralization of organicmatter
by denitrification and anaerobic ammonium oxi-
dation (anammox) leads to anet loss of bioavailable
nitrogen through the formation of dinitrogen gas
(N2). Recent investigations have reported func-
tionally anoxic conditionswithinopen-oceanOMZs
(98) and have shown that traces of oxygen at nano-
molar levels can inhibit anaerobic processes, such
as denitrification (99). Total loss of bioavailable
nitrogen from the open ocean is currently esti-
mated to be 65 to 80 Tg year−1 from the water
column and 130 to 270 Tg year−1 from sediments
(100). Analysis and modeling of global benthic
data also indicate that denitrification in sediments
underlying high-nutrient and low-oxygen areas
(such as OMZs) removes around three times as
much nitrogen per unit of carbon deposited as
sediments underlying highly oxygenated water
and accounts for ~10% (i.e., 15 Tg year−1) of global
benthic denitrification (101). Similarly enhanced
benthic denitrification has been observed at very
lowbottom-water oxygen concentrations in eutro-
phic coastal systems (102, 103) and in the oxycline
of the water column, comparable toOMZs (104).
Certainly, there is genetic potential for water col-
umndenitrification to occuronce anoxic conditions
are reached.
A by-product of both nitrification and de-

nitrification is nitrous oxide, N2O, a potent green-
house gas (105). The amount of N2O produced is
strongly dependent on prevailing oxygen condi-
tions. Production of N2O is enhanced at the oxic-
suboxic boundaries of low-oxygenwaters, but N2O
is further reduced to N2 in anoxic conditions (95),
so small differences in oxygen concentration de-
termine whether there is net production or con-
sumption of this gas. Low-oxygen zones (including
shelf and coastal areas) contribute a large fraction
of the total oceanic N2O emission to the atmo-
sphere, and expansion of these systems may sub-
stantially enhance oceanic N2O emissions (95).
Record air-sea N2O fluxes have recently been ob-
served above theOMZ in the eastern tropical South
Pacific (106).
Although our understanding of the relationships

among oxygen, remineralization of bioavailable
N, and production of N2O has greatly increased,
the consequences of a shift in these relationships
in a warming world with increased O2-depleted
waters are less well understood. Continued de-
oxygenation of OMZwaters is expected to increase
the volume of water where denitrification and
anammoxoccur andmay lead to increasedmarine
nitrogen loss (99). This could alter the ocean’s ni-
trogen inventory and, eventually, biological pro-
duction onmillennial time scales if nitrogen losses
are not compensated for by increases in nitrogen
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Eukaryotic biomass and diversity not 
limited by oxygen unless increasing 
temperature increases oxygen demand 
above oxygen supply

Fishing boats target finfish and 
invertebrates found at high densities at 
the edge of low-oxygen zones where they 
escape physiologically stressful 
conditions and take advantage of prey 
that use this edge as a refuge habitat

Upwelling of low-O2, high-CO2 waters 
can kill and displace fish and benthic 
invertebrates, but high nutrients in 
upwelled waters fuel high productivity

Organisms inhabiting low-oxygen 
habitats have evolved physiological 
and behavioral adaptations, but when 
tolerances are exceeded, survival, 
growth, and reproduction decline

Global warming is expected to continue 
to worsen deoxygenation in the open 
ocean, and both increasing nutrient 
loads and warming could worsen future 
deoxygenation in coastal waters

Absence of eukaryotes dependent on 
aerobic respiration; increased 
dentrification, production of N2O, and 
release of Fe and P from sediments

Well-
oxygenated

water

Hypoxia

Anoxia

Fig. 4. Oxygen exerts a strong control over biological and biogeochemical processes
in the open ocean and coastal waters.Whether oxygen patterns change over space, as with
increasing depth, or over time, as the effects of nutrients and warming become more
pronounced, animal diversity, biomass, and productivity decline with decreasing levels of oxygen.
At the edge of low-oxygen zones, where nutrients are high and predators and their prey are
concentrated into an oxygenated habitat, productivity can be very high, but even brief exposures
to low oxygen levels can have strong negative effects. (Top) Well-oxygenated coral reef with
abundant fish and invertebrate assemblages. (Middle) Low-oxygen event in Mobile Bay, United
States, in which crabs and fish crowd into extreme shallows where oxygen levels are highest.
(Bottom) Anoxic mud devoid of macrofauna. P
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fixation (107). However, the feedbacks that link
nitrogen loss and nitrogen fixation remain enig-
matic (101). The direction and magnitude of
change in the N2O budget and air-sea N2O flux
are also unclear because increased stratification
could reduce the amount of N2O that reaches
the surface ocean and escapes to the atmo-
sphere (108).
The supply of phosphorus and iron released

from the sediments is generally enhanced under
anoxic conditions (109, 110). These nutrients have
the potential to further stimulate biological pro-
duction if they reach well-lit surface waters, such
as above the OMZs associated with coastal up-
welling regions and the surface layer of coastal
waters. Elevated dissolved inorganic phosphorus
and chlorophyll are found in surface waters when
anoxia occurs in fjords and estuaries (111), and,
in some systems, deep waters supply as much
phosphorus to productive surface layers as do
watershed discharges (112). Increased productivity
will tend to increase oxygen consumption, may
increase the sediment area in contact with low-
oxygenwaters, andmay eventually lead to further
release of phosphorus and iron from the sediment.
There is evidence for this positive feedback in en-
closed seas such as theBaltic Sea,where enhanced
nitrogen fixation in response to deoxygenation
has led to the recent proliferation of undesirable
cyanobacterial blooms that can be toxic and have
adverse effects on ecosystems and society (102).
Enhanced phosphate and iron levels may gen-
erally favor nitrogen fixation by diazotrophs, es-
pecially in the presence of nitrogen loss when
ordinary plankton are driven toward nitrogen
limitation.

Predicting oxygen decline

Soundmanagement ofmarine ecosystems is based
on reliable predictions under a range of future
scenarios and an understanding of associated
uncertainties. Numerical models that can project
effects of climate change and eutrophication on
oxygen availability in the openocean and in coastal
systems can offer these predictions. Current state-
of-the-art global models generally agree that the
total amount of oxygen loss will be a few percent
by the end of the century (31), a decline that
could have substantial biogeochemical and eco-
logical effects. However, there is little agreement
among models about the spatial distribution of
future low-oxygen zoneshaving<100 mmolO2 kg

−1

(113) or the spatial patterns of O2 changes that
have occurred over the past several decades (40).
This uncertainty currently limits our ability to
reliably predict the regional impact of climate
warming on open-ocean OMZs and, hence, on
oxygen-sensitive biogeochemical processes, in-
cluding the nitrogen budget. More realistic and
detailed inclusion of mechanisms other than
CO2-driven global warming—such as atmospheric
nutrient deposition and decadal- to multidecadal-
scale climate variability (especially fluctuations
inwindpatterns)—may improve agreement among
models and, therefore, their ability to predict the
spatial distribution of past and future low-oxygen
areas.

Predicting oxygen levels in individual coastal
water bodies requires modeling the variability in
these systems, which is tightly governed by inter-
actions with the land, atmosphere, sediment, and
offshore waters at small space and time scales.
This can be achieved by current estuary-specific
and regional three-dimensional coupled hydro-
dynamic–water quality models (67); these and
other state-of-the-art modeling approaches de-
serve broader implementation. However, model
performance canbehamperedby theuseof forcing
data, such as river discharges and atmospheric
conditions, that lack sufficiently resolved spatial
and temporal detail. Projections of future de-
oxygenation also require reliable information on
changes in key parameters and interactions under
a range of climate change and nutrient manage-
ment scenarios and benefit from the use of ap-
proaches that explicitly model connections along
the river–estuary–adjacent oceanor sea continuum.
Projections of local changes in timing andmagni-
tude of precipitation and warming are especially
important. Future characteristics of human pop-
ulations, such as rates of population growth, the
effect of climate change on the geography of pop-
ulation centers, and the effects of education and
income on demands for improved sanitation and
animal protein are also needed because of their
influence on nutrient discharges at both local
and global scales.
Improving predictions critical for manage-

ment in both the open ocean and coastal systems
will require increased observations from fieldmea-
surements andexperiments to constrain and refine
models. Ideally, such data should include repre-
sentations of future environmental conditions.
An improved mechanistic understanding of feed-
backs that limit or exacerbate oxygen depletion
and alter oxygen-sensitive biogeochemical cycles
is especially important. In the open ocean, infor-
mation is needed on transport mechanisms—such
as small-scale mixing processes (114), stirring, and
transport by mesoscale structures (115)—that influ-
ence oxygen distributions.
Advanced observation networks can provide

data to underpin the development of an improved
mechanistic understanding and the refinement
of current models. Drifters and autonomous plat-
forms ranging fromArgo floats to tethered arrays
provide real-time data and have the potential to
increase knowledge of oxygen dynamics at the
small spatial and temporal scales that are ultima-
tely needed for both regional and global models.
High-resolution measurements have revealed the
small-scale patchiness of oxygen-sensitive process-
es in space and time (99, 106) and have provided
new insight into the biogeochemistry of OMZs
(98). Optical oxygen sensors mounted on Argo
floats or gliders can now use atmospheric oxygen
to perform ongoing, in situ calibrations through-
out the float (116) or glider lifetime. The accuracy
of autonomous measurements of in situ oxygen
concentrations ≤1 mmol kg−1 has been improved
by the development of STOX (switchable trace
amount oxygen) sensors (117), and novel trace-
oxygen optical sensors can now provide precise
oxygen quantification in OMZs and detect oxygen

concentrations as low as ~5 nmol kg−1 (118). The
newplatformsand sensors facilitate the implemen-
tation of regional and global oxygen observatories
targeted toward the much-improved monitoring
and, eventually, modeling and management of de-
oxygenation. For coastalwaters, it is also important
to develop sensors that are affordable for use in
low-income developing countries (LIDCs) and
that can be used to generate reliable data from
citizen science.

Predicting effects at large scales of
space, time, and ecological organization

Improved management and conservation of open-
ocean and coastal systems requires predictions of
the effects of deoxygenation at spatial, temporal,
and ecological scales most relevant to the eco-
system services provided by thesewaters. Although
research has clearly shown that low-oxygen zones
reduce habitat for species dependent on aerobic
respiration and that exposure to suboptimal oxy-
gen levels leads to a host of negative effects on
individuals, identifying effects of expanding de-
oxygenation at the scale of populations or fish-
eries stocks has been difficult, particularly for
mobile species (52, 119). A similar problem applies
to scaling up oxygen-sensitive biogeochemical pro-
cesses to predict feedbacks onglobal oceannutrient
inventories and Earth’s climate.
Scaling to predict effects on food webs and

fisheries is confounded by compensatory mech-
anisms; examples include increased production
of planktonic prey under high nutrient loads and
increased encounter rates between predators and
their prey when they are squeezed into smaller
oxygenated habitat space (52, 119, 120). In addi-
tion, populations maintained below their habitat-
dependent carrying capacity by fisheries or other
factorsmay not be as strongly affected by the loss
of habitat as species nearer their carrying capacity.
In these cases, habitats suitable for feeding and
other life functions may remain sufficient, even
when their size is reduced by low oxygen.
The most promising approaches to scaling em-

ploy a suite of methods ranging from detailed
mechanistic studies to large-scale field efforts, as
well as new and increasingly sophisticated analy-
ses and modeling tools that address spatial pro-
cesses (120), temporal fluctuations (121, 122), and
the role of co-occurring stressors. Consideration
of the effects of early hypoxia exposure on later
life stages after organisms migrate to more highly
oxygenated habitats can indicate the large spatial
scales over which even spatially limited hypoxia
can have impacts (123). Paleoecological approaches
are critical for gaining a long-term perspective
beyond the time scale of biological and oceano-
graphic observation (94, 124). Even sophisticated
approaches will not always provide support for
large-scale negative effects of deoxygenation, but
eliminating deoxygenation as a major cause of
population declines is also important to effective
management.
Increased research is most needed in locations

where deoxygenation is likely to affect local eco-
nomies and food security. Place-based, artisanal
fisheries with little capacity to relocate as local
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habitat degrades are more likely to suffer from
deoxygenation than industrialized fisheries with
highly mobile fishing fleets. Aquaculture, in par-
ticular, can be a critical intersection between de-
oxygenation and societal effects because aquaculture
itself can cause deoxygenation (125), and animals
restrained in nets and cages are unable to escape
harmful oxygen conditions. But critically, much
of the world’s marine aquaculture is done in
LIDCs. Fish kills in aquaculture pens (125) can
compromise livelihoods and can directly harm
human health when low incomes and food in-
security lead to consumption of fish killed by
low-oxygen conditions (126). Coral reefs contrib-

ute to food security and local economies through
their value to tourismand stormprotection, aswell
as food production. Recent research indicates that
low oxygenmay be an increasingly important factor
in the mortality of corals and associated fauna in
someregionsand that low-oxygenproblemsoncoral
reefs are likely underreported (127).

Reducing deoxygenation and its
negative effects

Local, national, and global efforts are required
to limit further oxygen declines, restore oxygen
to previously well-oxygenated environments, and
enhance the resilience of ecosystems affected by

deoxygenation. At theirmost basic level, the actions
needed to address deoxygenation—reducingnutri-
ent loads to coastal waters and reducing green-
house gas emissions globally—have substantial
benefits to society above and beyond improving
oxygen conditions. Improved sanitation can ben-
efit human health directly while also reducing
coastal nutrient loads. Eliminating excess and
inefficiently applied fertilizer can reduce costs to
farmers (128) and emissions of N2O (129) and
may decrease nitrogen loads to waterways. Eli-
minating emissions from combustion of fossil
fuels can reduce greenhouse gas production and
may result in decreased atmospheric deposition
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Deoxygenation management and policy strategies

Ecosystem-based mitigation to 
restore and protect the environment

Implement and maintain monitoring and analysis programs

Adaptation to restore and protect
marine organisms and fisheries

Reduce anthropogenic nutrients 
reaching coastal waters to reduce 
eutrophication-driven deoxygenation

Reduce greenhouse gas 
emissions to reduce deoxygen-
ation due to climate change

Monitoring, data analysis, and 
dissemination of results are 
critical to detect problems and 
determine the effectiveness of 
management and restoration 
efforts.

Create marine protected areas and no-catch zones in well-oxygenated 
areas that can serve as refugia; protect populations when oxygen is low

Consider effects of low 
oxygen on production, 
non-fishing mortality, and 
fishing mortality in setting 
catch limits

Reduce fishing pressure on hypoxia-intolerant species. Utilize fishing 
gear that minimizes additional stress on oxygen-impacted fish stocks 
and ecosystems.

Develop aquaculture practices and limits to protect oxygen 
content of waters

Fig. 5. Strategies for deoxygenation management and
policy-making. (Left) Multiple management actions can help to mitigate
deoxygenation. Key among these are reductions in (i) anthropogenic
nutrient inputs from land, which will reduce algal blooms and
subsequent oxygen drawdown; (ii) greenhouse gas emissions, which
will slow warming; and (iii) waste production from aquaculture, which
will contribute to oxygen consumption. (Right) Adaptive measures
can reduce stress and may increase resilience of marine ecosystems
that face deoxygenation. Examples include creating protected

areas that can serve as refugia in hypoxic areas or during hypoxic
events; incorporating oxygen effects on population distribution
and dynamics into catch limits and closures, as has been done for
rockfish; and adopting gear regulations that reduce stress on vulnerable
fisheries or ecosystems. (Bottom) Both types of actions benefit
from enhanced oxygen and biological monitoring, including access
to real-time data that can elicit quick management responses, as
well as more synthetic analyses that might reveal spatial and
temporal trends.
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of nitrogen that stimulates primary production
in coastal waters (130). Reducing or eliminating
greenhouse gas emissions can, more generally,
lower the threats from global warming and ocean
acidification and, simultaneously, reduce ocean
deoxygenation. Improved management of fish-
eries and marine habitats that are sensitive to
the development and effects of low oxygen helps
to protect economies, livelihoods, and food secu-
rity (Fig. 5).
Failure to reduce nutrient loads, at all or suf-

ficiently, is the primary reason that oxygen levels
have not improved in most coastal systems. But
some of the reasons for slow progress are inher-
ent in the problem itself. High sedimentary oxygen
demand can continue for decades as accumulated
organicmatter degrades (57), phosphorusmay con-
tinue to be released from sediments once oxygen
thresholds have been crossed (102), and nitrogen
leached from soils and dissolved in groundwater
continues to enter waterways for decades (131).
Increasing temperatures can require greater re-
ductions in nutrients tomeet the same oxygen goals
(57, 61). Because of changing conditions and the
nonlinearity of ecological processes, ecosystems
may not return to their predisturbed state even if
conditions that caused the initial deoxygenation
are eased (132).
To maintain the current conditions, per capita

reductions in nutrient discharges and greenhouse
gas emissions will need to increase as the global
population continues to grow. Nevertheless, con-
siderable improvements have been observed in
some coastal systems through implementation of
a wide range of strategies to reduce the input of
nutrients and biomass (133). Some of the most
notable improvements have occurred in systems
such as the Thames andDelaware River estuaries,
where steps to keep raw sewage out of the rivers
and, eventually, to treat wastewater substantially
decreased biological oxygen demand (133). In the
Maryland portion of the Chesapeake Bay, where
both point- and nonpoint-source nutrient reduc-
tion strategies have been implemented, oxygen
concentrations <0.1 mg liter−1 (<3 mmol kg−1) have
rarely beenmeasured since 2014—a marked con-
trast to the first 30 years of frequent monitoring
(1984–2013) (134). In one Chesapeake tributary,
the Potomac River, nitrogen reductions due to
better air quality have played the major role in
water quality improvements (135). Additionally,
better understanding of deoxygenation may
enable a range of adaptive, protective actions
for fisheries and the habitats that sustain them
(Fig. 5).
An integrated framework that combines mod-

eling, observations, and experiments in a multiple-
stressor environment and involves the full range
of stakeholders (e.g., scientists, local governments,
intergovernmental bodies, industrial sectors, and
the public) will facilitate the development and im-
plementation of themost ecologically and econo-
mically effective plans to reverse deoxygenation
(Fig. 6). Networks of research scientists, such as
the Intergovernmental Oceanographic Commis-
sion (IOC)–UNESCOGlobalOceanOxygenNetwork
(www.unesco.org/new/en/natural-sciences/ioc-

oceans/sections-and-programmes/ocean-sciences/
global-ocean-oxygen-network/), as well as groups
with more limited geographic and disciplinary
scope, can help to keep the process updated and
to build capacity in parts of the world where

improved technology and training are needed.
The key to effective management is raised aware-
ness of the phenomenon of deoxygenation, aswell
as its causes, consequences, and remediation
measures.
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Monitoring: sophisticated automated oceanographic sensor arrays and citizen scientists document 
current and changing oxygen conditions.

Inclusion of data in regional and global databases allows local measurements to contribute to analyses of 
local and large-scale patterns and trends.

Numerical models use monitoring and experiment results to predict future conditions and loss of 
ecosystem services under a range of possible scenarios.

Research can inform 
regulations for restoring 
oxygen and reducing its 
decline, as well as aid 
fisheries managment to 
minimize effects on 
economies and food 
security.

Societal goals based on protection of ecosystem services 
and historical conditions

D =         [exp(–k1t) – exp(–k2t)]       
k1L0

k2–k1

+ D0exp(–k2t)

els use monitoring and experiment resul
ices under a range of possible scenarios

Fig. 6. Monitoring in coastal waters and the open ocean enables documentation of
deoxygenation and, in some cases, improved oxygen conditions. In shallow water, handheld,
continuous, and shipboard sensors are used worldwide. In the open ocean and nearshore waters,
global arrays of sensors (such as the Argo floats), shipboard measurements, and deep platforms and
profilers provide data to validate global models. Archiving data in well-documented databases
accessible by all stakeholders facilitates scientific and management advances and public
engagement. Experiments and field studies at scales ranging from genes to ecosystems provide
information to predict the effects of low oxygen levels on ecological processes and services and are
also used to develop fisheries and ecosystem models. Model projections and analyses of
deoxygenation and its effects inform management and policy at both local and multinational scales
and provide the basis for strategies to combat deoxygenation.IM
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INTRODUCTION: The formation of dynamic,
membraneless compartments using intracellular
phase transitions such as phase separation and
gelation provides an efficient way for cells to
respond to environmental changes. Recent
work has identified a special class of intrinsi-
cally disordered domains enriched for polar
amino acids such as glycine, glutamine, serine,
or tyrosine as potential drivers of phase sep-
aration in cells. However, more traditional
work has highlighted the ability of these do-
mains to drive the formation of fibrillar ag-
gregates. Such domains are also known as
prion domains. They have first been identified
in budding yeast proteins that form amyloid-
like aggregates. Because these aggregates are
heritable and change the activity of the prion-
domain–containing protein, they are thought
to be a commonmechanism for phenotypic in-
heritance in fungi and other organisms. How-

ever, the aggregation of prion domains has also
been associated with neurodegenerative dis-
eases in mammals. Therefore, the relationship
between the role of these domains as drivers of
phase separation and their ability to formprion-
like aggregates is unknown.

RATIONALE: The budding yeast translation
termination factor Sup35 is an archetypal prion-
domain–containing protein. Sup35 forms ir-
reversible heritable aggregates, and these
aggregates have been proposed to be either
a disease or an adaptation that generates
heritable phenotypic variation in populations
of budding yeast. Despite having been described
almost 25 years ago, the physiological functions
of the Sup35 prion domain and other prion-like
domains remainunclear.Uncovering these func-
tions is a prerequisite for understanding the
evolutionary pressures shaping prion-like se-

quences and how their physiological and path-
ological transitions affect cellular fitness.

RESULTS: Here, we show that the prion do-
main of Sup35 drives the reversible phase
separation of the translation termination fac-
tor into biomolecular condensates. These con-
densates are distinct and different from fibrillar
amyloid-like prion particles. Combining genetic
analysis in cells with in vitro reconstitution

protein biochemistry and
quantitative biophysical
methods, we demonstrate
that Sup35 condensates
form by pH-induced liquid-
like phase separation as
a response to sudden stress.

The condensates are liquid-like initially but
subsequently solidify to form protective protein
gels. Cryo–electron tomography demonstrates
that these gel-like condensates consist of cross-
linked Sup35 molecules forming a porous
meshwork. A cluster of negatively charged
amino acids functions as a pH sensor and
regulates condensate formation. The ability
to form biomolecular condensates is shared
among distantly related budding yeast and
fission yeast. This suggests that condensate
formation is a conserved and ancestral func-
tion of the prion domain of Sup35. In agree-
ment with an important physiological function
of the prion domain, the catalytic guanosine
triphosphatase (GTPase) domain of the transla-
tion termination factor Sup35 readily forms
irreversible aggregates in the absence of the
prion domain. Consequently, cells lacking the
prion domain exhibit impaired translational
activity and a growth defect when recovering
from stress. These data demonstrate that the
prion domain rescues the essential GTPase
domain of Sup35 from irreversible aggrega-
tion, thus ensuring that the translation ter-
mination factor remains functional during
harsh environmental conditions.

CONCLUSION: The prion domain of Sup35 is
a highly regulated molecular device that has
the ability to sense and respond to physio-
chemical changes within cells. The N-terminal
prion domain provides the interactions that
drive liquid phase separation. Phase separa-
tion is regulated by the adjacent stress sensor.
The synergy of these two modules enables the
essential translation termination factor to rap-
idly formprotective condensates during stress.
This suggests that prion domains are protein-
specific stress sensors andmodifiers of protein
phase transitions that allow cells to respond to
specific environmental conditions.▪
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The Sup35 prion domain regulates phase separation of the translation termination
factor Sup35 during cellular stress. The translation termination factor Sup35 (depicted
in the magnifying glass) consists of a disordered prion domain (cyan) a disordered stress
sensor domain (red) and a folded catalytic domain (blue). During growth, Sup35 catalyzes
translation termination. During cell stress, the prion domain and the sensor domain act
together to promote phase separation into protective and reversible biomolecular
condensates.
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Despite the important role of prion domains in neurodegenerative disease, their
physiological function has remained enigmatic. Previous work with yeast prions has
defined prion domains as sequences that form self-propagating aggregates. Here, we
uncovered an unexpected function of the canonical yeast prion protein Sup35. In stressed
conditions, Sup35 formed protective gels via pH-regulated liquid-like phase separation
followed by gelation. Phase separation was mediated by the N-terminal prion domain and
regulated by the adjacent pH sensor domain. Phase separation promoted yeast cell
survival by rescuing the essential Sup35 translation factor from stress-induced damage.
Thus, prion-like domains represent conserved environmental stress sensors that facilitate
rapid adaptation in unstable environments by modifying protein phase behavior.

T
he formation of dynamic, membraneless
compartments via intracellular phase tran-
sition provides an efficient way for cells to
respond to metabolic changes (1, 2). This
is because phase transitions are sensitive

to small changes in physiochemical conditions,
such as the cytosolic pH, which are a readout
of metabolic state. Recent work has identified
prion-like sequences as drivers of phase separa-
tion of protein compartments in cells (3–6). How-
ever, more traditional work has highlighted the
ability of prion-like domains to form fibrillar
assemblies that are thought to drive heritable
phenotypic variation (7–9). Studies in humans
and other mammals have implicated fibrillar
assemblies of prion-like proteins in age-related
neurodegeneration (10). Despite having been
described almost 25 years ago (11), the physi-
ological functions of prion-like sequences remain
unclear. Uncovering this physiological function
is an essential and important prerequisite for
understanding whether the fibrillar assemblies
are purely pathological or whether they have
functional relevance.
Cells respond to stress by arresting the cell

cycle, shutting down metabolism, and inducing
stress-protective pathways. Upon cessation of
stress, they must rapidly reprogram their me-

tabolism and restart growth and division. When
cells are stressed, they stop translation and re-
lease translation factors and mRNAs from poly-
somes that are subsequently sequestered in
granules (12, 13). After removal of stress, mRNAs
reassociate with ribosomes, and translation fac-
tors ensure proper restart of protein synthesis.

The prion protein Sup35 forms
reversible biomolecular condensates in
stressed yeast cells

One of the key factors of protein synthesis is the
protein Sup35, a translation termination factor.
Sup35 is an archetypal prion domain–containing
protein. Numerous studies over the past 25 years
have shown that the prion domain of Sup35
forms heritable,mainly fibrillar aggregates. Con-
sistent with this idea, when we depleted yeast
of energy (see the supplementary materials),
Sup35 assembled into submicrometer-scaled
particles (Fig. 1A). Particle formation coincided
with arrested cell growth, and cells persisted in
the arrested state for as long as particles were
present (Fig. 1B and movie S1).
However, a number of observations suggested

that Sup35 did not actually form amyloid-like
prion aggregates. First, Sup35 particles dissolved
within a few minutes of removing energy stress
when cells started growing (Fig. 1, A and B, and
movie S1). Sup35 particles also formed in sta-
tionary phase yeast and dissolved after cellswere
supplied with fresh medium (Fig. 1C and fig.
S1A). Neither formation nor dissolution of Sup35
particles depended on the molecular chaperone
Hsp104, which is required for propagation of
Sup35 prion particles (14) (fig. S1B). Further-
more, the stress-induced Sup35 particles did
not have any of the biochemical features of
amyloid-like aggregates (fig. S1, C and D). This
suggests that stress-inducible Sup35 assemblies

were not bona fide prion particles but may in-
stead be biomolecular condensates (1, 15) that
formed reversibly upon stress.
Starved and energy-depleted yeast experience

a reduction in cytosolic pH (16). Likewise, the
cytosolic pH of stationary phase cells was acidic
(fig. S1, E and F). By manipulating the cytosolic
pH with the proton carrier 2,4-dinitrophenol
(DNP) (16–18), we found that acidification was
sufficient to induce Sup35 condensates (Fig. 1E).
The condensates did not colocalizewith the stress
granule protein Pab1 in stationary phase cells,
and partial colocalization was found in pH
stressed cells (fig. S1A andG). Thus, physiological
pH changes regulate the formation of reversible
Sup35 condensates.

Sup35 condensates form by
pH-dependent phase separation
and gelation

To provide a mechanistic understanding of pH-
regulated condensation, we purified Sup35 and
reconstituted the condensates in vitro. When
2 mM of purified Sup35 was incubated in phys-
iological buffer, the protein remained diffuse
(Fig. 2, A and B, and fig. S2A). However, when
the pH was reduced from 7.5 to 6.0, condensates
of Sup35 formed (Fig. 2, A and B, and fig. S2, B to
D). Sup35 condensates adopted spherical shapes
in solution and deformed when contacting the
microscope slide (fig. S2B), suggesting that they
are liquid-like. Supporting this idea, two Sup35
drops fused when brought together with an
optical tweezer (Fig. 2C andmovie S2), and pho-
tobleached regions within a Sup35 condensate
quickly recovered fluorescence (Fig. 2D).
Using fluorescence recovery after photo-

bleaching, we found that Sup35 was mobile in
growing cells; it became immobile when se-
questered into condensates, upon stress (Fig. 1D).
We confirmed this behavior in vitro, where Sup35
initially phase-separated to form liquid drop-
lets but then solidified into a gel-like state as
suggested by fusion and photobleaching exper-
iments (Fig. 2D and fig. S2, E to G). Cryo–electron
tomography of Sup35 droplets revealed that gel-
like droplets consisted of an amorphous, yet well-
defined, meshwork with an average mesh size of
~10 nm (Fig. 2E; fig. S2, H to K; and movie S3).
Such meshwork has not been seen in droplets
formed by well-described stress and P granule
proteins (3, 19). Gel-like condensates dissolved
when the salt concentration or pH was raised
or in the presence of small amounts of deter-
gents, demonstrating reversibility in vitro (fig. S3,
A to E). Thus, changes in pH regulate the for-
mation of Sup35 into liquid droplets, which sub-
sequently solidify.

The disordered M domain is a stress
sensor that regulates phase separation
of Sup35

The N-terminal region of Sup35 is intrinsically
disordered and can be divided into two parts: an
N-terminal prion domain (N) and a charged mid-
dle domain (M) (20, 21) (Fig. 2F). The conserved
C-terminal guanosine triphosphatase (GTPase)
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domain (C) is essential and catalyzes termina-
tion of protein synthesis. The N and M domains
are dispensable, but conservation of the NM
domain (22–25) indicates that they form a bi-
partite functional unit with an important func-
tion, which to date remains undefined.
A minimal module consisting only of the prion

(N) and the M domain (NM) formed droplets
in a reversible and pH-dependent manner in
vitro (Fig. 2I, fig. S3F, and movie S4). The se-
quence of the M domain has a linear cluster of
ionizable groups, specifically glutamic acid resi-
dues, located at the C-terminal end (Figs. 2F and
3A). Removing the charges within the negative
cluster (Sup35M3 variant) yields a fully func-
tional Sup35 variant (fig. S3, G and H) but with
altered phase behavior, such that protein-rich
droplets formed at pH 7.5 and the pH depen-
dence of droplet formation was discernibly re-
duced in vitro (Fig. 2G) and in vivo (Fig. 2H and
fig. S3I). Thus, pH sensing of Sup35 is facilitated
by its charged M domain through protonation
of glutamates. We propose that the high den-
sity of acidic residues in the M domain causes
an upshift in the pKa value of glutamic acid
(where Ka is the acid dissociation constant),

which is normally ~4.1 (26). This is consistent
with recent studies demonstrating up-shifted
pKa values in acidic tracts of disordered pro-
teins (27)
We next dissected the role of the individual

Sup35 domains. The isolated C domain formed
interconnected irreversible aggregates at all tested
pH conditions (28) (Fig. 2I and fig. S3, J to L).
In the presence of the M domain, the extent of
irreversible aggregation was strongly reduced,
in agreement with a solubilizing role of M (fig.
S3L). The presence of M also partially restored
condensate formation, but the amount of con-
densate formed was an order of magnitude lower
than for the wild-type protein (Fig. 2I and fig.
S3, L and M). Thus, the NM domain helps main-
tain the solubility of, and provides the pH sen-
sitivity for, the C-terminal termination factor,
in which the N domain provides the cohesive-
ness required for condensation. In other words,
the disordered NM domain alters the phase
behavior of the C domain by promoting the for-
mation of reversible gels instead of irreversible
aggregates. This phenomenon is consistent with
the ideas of Semenov and Rubinstein, who pre-
dicted that gelation is driven by phase separa-

tion for so-called associative polymers (29). This
phenomenon has been predicted to be relevant
for linear multivalent proteins (30), and it ap-
pears to apply to Sup35 as well.

Phase separation of Sup35 but not prion
formation is conserved among distantly
related yeast

The charge distribution, but not the sequence
within the Sup35 M domain, is conserved across
diverse fungi (Fig. 3A, fig. S4A, and table S1).
Indeed, Sup35 from Schizosaccharomyces pombe
exhibited similar behavior compared with that
of Saccharomyces cerevisiae; in vivo, it formed
stress-dependent intracellular condensates (Fig. 3,
B and C, and fig. S4B), and in vitro, it formed
reversible liquid droplets at low pH (Fig. 3, D
to G; fig. S4, C to G; and movie S5) that cross-
link into a meshwork that was indistinguishable
from the one of Sup35 from S. cerevisiae (Fig.
3H; figs. S4, H to J; and movie S6). Importantly,
and in contrast to S. cerevisiae, Sc. pombe is
unable to induce and propagate the prion state
of Sup35 (25). Thus, condensate formation, but
not prion formation, is conserved among dis-
tantly related yeast that diverged more than
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Fig. 1. Sup35 forms reversible condensates
in S. cerevisiae. (A) Fluorescence images
of S. cerevisiae expressing green fluorescent
protein (GFP)–labeled Sup35 during exponential
growth (left), during energy depletion (middle),
and after recovery from energy depletion (right).
Energy depletion causes reversible condensation
of Sup35 into intracellular puncta. White arrows
point toward Sup35 condensates. The graph on
the right shows a quantification of the cells with
particles. About 150 to 200 cells per condition
were used for quantification. (B) Fluorescence
images taken from a time-lapse movie (see movie
S1) of S. cerevisiae growing in a microfluidic
device (CellAsic). Cells were grown in synthetic
complete media for 2 hours. After 120 min, cells
were energy-depleted to form Sup35 condensates.
Condensates persisted during energy depletion
and dissolved when the cells were recovered
by being supplied with fresh synthetic medium.
White arrows point toward Sup35 condensates.
Cell growth was measured as the total increase in
occupied area (cell area) as a function of time
(t) (black). For particle signal, the maximum
fluorescence signal was divided by the minimum
fluorescence signal (magenta). Energy depletion
coincides with growth arrest and Sup35
condensation. (C) Fluorescence images of
S. cerevisiae expressing GFP-labeled Sup35
during recovery from stationary phase.
Cells were grown to stationary phase for 2 days.
White arrows point toward Sup35 particles.
Supplying cells with growth medium (t0) caused
dissolution of intracellular condensates and
restart of cell growth. (D) The intracellular
mobility of Sup35 was accessed by fluorescence
recovery after photobleaching. The recovery of fluorescence of GFP-labeled Sup35 was measured in exponentially growing (black) and energy-
depleted (magenta) cells. (E) Fluorescence images of S. cerevisiae expressing GFP-labeled Sup35 in 100 mM phosphate, pH 5 (left), 100 mM phosphate
buffer, 2 mM DNP, pH 5 (middle), and after 60 min of recovery with synthetic complete medium (right). About 150 to 200 cells were used for
quantification of each condition. Box indicates intracellular pH as described by Munder et al. (16). Scale bar, 5 mm.

S
u

p
35

-G
F

P

0 

Recovery from stationary phase 

90 min 30 60 

N
o

rm
al

iz
ed

 in
te

n
si

ty

time (s)

0.4

0.6

0.8

1.0
Glucose

0 2 4 6 8

Glu

80

C
el

ls
 w

/ 
p

ar
ti

cl
es

 (
%

)

ED Glu

40

0

P
article sig

n
al 

EDGlu Glu

Growth
arrest2

0 120
t (min)

240

1

3

5

6

8

14100 min 120 min 180 min 200 min

+Glucose +GlucoseEnergy depletion

S
u

p
35

-G
F

P

a

100

C
el

ls
 w

/ 
p

ar
ti

cl
es

 (
%

)

b c

50

0S
u

p
35

-G
F

P

pH 5.0 (a) pH 5.0 / DNP (b) Recovery (c)

S
u

p
35

-G
F

P

+Glucose Energy depletion +Glucose

C
el

l a
re

a
(x

10
² 

µ
m

)

Neutral Acidic Neutral

Energy
depletion

10

RESEARCH | RESEARCH ARTICLE
on January 4, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


400 million years ago and suggests that con-
densate formation may be the ancestral function
of the prion domain of Sup35.
Taken together, our data show that Sup35

forms condensates by pH-dependent phase sep-
aration and subsequent gelation into a porous
polymer meshwork. The intrinsic disorder of
the prion domain likely provides the necessary
flexibility for the formation of the meshwork,
whereas the precise interactions that cross-link
the gel remain to be elucidated (31).

Phase separation rescues the
catalytic domain of Sup35 from
stress-induced damage

To look at the role of the NM domain during the
stress response in yeast, we compared the fitness
of cells expressing similar levels of full-length
Sup35 and the C domain alone (Sup35C) (fig.
S5A). We also monitored the aggregation state
of the proteins. Cells expressing only the C do-
main grew without a noticeable growth defect

in the absence of stress (Fig. 4, A and B), and at
the same time the proteinwas diffuse and soluble
(Fig. 4C). Thus, the C domain is not aggregation-
prone in the cellular environment, presumably
because of the presence of ligands such as gua-
nosine 5′-triphosphate (GTP) (28) (fig. S2A). After
stress, the C domain aggregated in amanner that
was similar to that of the full-length protein (Fig.
4D). However, after removal of stress, Sup35
condensates dissolved within minutes in wild-
type cells. In contrast, in Sup35C cells, dissolu-
tion of aggregates could take several hours (Fig.
4, C and D, and fig. S5B). This suggests that the
NM domain determines the material properties
(reversible gel versus irreversible aggregate) of
Sup35 in vivo. Concomitantly, Sup35C cells took
longer to restart growth (Fig. 4, A and C, and
movies S7 and S8) and exhibited reduced fitness
when recovering from stationary phase (Fig. 4B).
Sup35 catalyzes an essential step during pro-

tein synthesis, namely translation termination.
Indeed, translation was shut down upon energy

depletion, as indicated by polysome disassembly
(fig. S5, C and D). This coincided with Sup35
condensation. Conversely, dissolution of Sup35
condensates coincided with polysome reforma-
tion (fig. S5, C and D). Importantly, translation
activity was specifically impaired after energy
depletion in recovering Sup35C cells but not in
control cells (Fig. 4E).

The prion state interferes with Sup35
condensate formation and impairs
recovery of yeast from stress

How does the prion state of Sup35 affect the
ability of cells to recover from stress? To in-
vestigate this, we compared prion-containing
[PSI+] with prion-free [psi–] cells for their abil-
ity to regrow from the stationary phase (32).
[PSI+] cells grew without a noticeable defect
under normal conditions, but they showed a
growth delay after recovery from stationary phase
that was similar to that of Sup35C cells (Fig. 4F
and fig. S5E). This suggests that the formation
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Fig. 2. The Sup35 prion domain synergizes with a pH sensor to drive
phase separation into biomolecular condensates. (A) Fluorescence
images of 2 mM GFP-labeled wild-type (WT) Sup35 at indicated pH. Scale
bar, 2 mm. (B) Phase diagram of 2 mM WT Sup35 with pH and salt
concentration as order parameters. Phase separation was scored by the
presence or absence of droplets in the samples. (C) Fusion of two Sup35
droplets at pH 6.0. Still images are shown on top. A force curve is shown at
the bottom. Scale bar, 2 mm. (D) Internal rearrangement of Sup35
molecules was assayed by fluorescence recovery after photobleaching as a
function of gelation time. A single pixel spot was bleached, and the change
in the fluorescence was analyzed as a function of time. Still images are
shown before and after bleaching. The drop size was ~3 mm. Analysis of the
fluorescence recovery of 5-min-old (black; N = 19), 15-min-old (green;
N = 9), and 60-min-old (magenta; N = 11) drops are shown. SD depicted as
gray shadow. (E) Three-dimensional (3D)–rendered volume of WT Sup35

gel-like droplet imaged with cryo–electron tomography. Scale bar, 50 nm.
(F) Disorder analysis (top) and schematic of the S. cerevisiae Sup35
domain structure. N (N) and middle (M) domain are disordered. The
C-terminal domain is folded. Color gradient in M depicts the net charge
along the sequence (blue, positive; magenta, negative; green, neutral).
(G) Phase diagram of 2 mM Sup35M3 variant with pH and salt
concentration as order parameters. Dashed line indicates the phase
diagram of Sup35 WT as shown in (B). Representative images of 2 mM
Sup35M3-GFP at indicated pH shown. Scale bar, 2 mm. (H) Fluorescence
images and quantification of S. cerevisiae expressing Sup35M3 (top) and
Sup35 WT (bottom) in 40 mM PIPES, pH 7.5, 2 mM DNP. Sup35M3
forms condensates at neutral pH, whereas WT stays diffuse. (I) Phase
separation of Sup35 variants was probed at 2 mM final protein concentra-
tion (top). Dissolution was tested by increasing the salt concentration from
50 to 1000 mM NaCl (bottom). Scale bar, 2 mm.
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of stress-protective Sup35 condensates is im-
paired in the presence of the prion and that
[PSI+] cells have a reduced fitness when re-
covering from stress. This demonstrates that
the ribosome critically depends on the availa-
bility of Sup35 after stress. Taken together, these
experiments show that the NM domain provides
the catalytic C domain of Sup35 with the ability
to recover rapidly from stress, and thus ensures
a critical step in restarting translation (Fig. 5).

Discussion

Sup35 is a prominentmember of a class of proteins
with prion-like domains. These are low-complexity
protein domains that consist primarily of polar
and aromatic amino acids. They are called prion-
like domains because they have been associated
with the ability of proteins to spread through
yeast populations in a prion-like manner (33).
Indeed, numerous studies have highlighted the
aggregation potential of prion-like domains when

studied in isolation. Our data suggest that the
prion domain, in the context of the full-length
protein, adopts a benign role by increasing the
solubility of the C-terminal catalytic domain at
neutral pH and promoting Sup35 phase sepa-
ration and gelation under stress. Thus, revers-
ible gel formation, but not prion formation, is
likely the ancestral function of the prion domain
of Sup35. In agreement, many de novo formed
variants of Sup35 prions cause cellular toxicity,
suggesting that the prion state could be a spo-
radically occurring disease (34–37). Prion states
may thus be a frequently occurring epiphenomenon
of condensate-forming domains, which may or
may not have adaptive value.
More generally, organisms must adapt to

sudden changes in the environment, independent
of transcriptional and translational regulation. In
agreement with previous conjectures (38), we
suggest that prion domains are protein-specific
stress sensors and modifiers of phase transitions

that allow cells to respond to specific environ-
mental conditions. In the case of Sup35, this
condition is the lowering of the cytosolic pH
under energy stress. However, yeast contains
more than 200 proteins with predicted prion-
like domains, and Dictyostelium contains more
than 1000 such proteins (39, 40). It seems likely
that organisms deploy prion-like domains to
generate protein-specific environmental responses.
In agreement, another prion-like domain has re-
cently been shown to tune the phase behavior of
the yeast stress granule protein Pab1 (5). Prion
domains are therefore crucial stress-adaptive
regions that allow organisms to explore and
persist in stressful and unstable environments.

Materials and methods
Strains and culture conditions

S. cerevisiae was grown at 30°C in yeast extract
peptone dextrose (YPD), synthetic complete (SC)
or synthetic dropout (SD) medium. Sc. pombe
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Fig. 3. Phase separation of Sup35 is con-
served in the evolutionarily distant fission
yeast Sc. pombe. (A) Comparative bioinformatic
analysis of Sup35 from S. cerevisiae (left) and
Sc. pombe (right). Sup35 has three domains.
The N (green) and M (blue-magenta) domains are
predicted to be disordered, and the C domain (gray)
is a folded and conserved GTPase domain (degree
of predited disorder; IUPred). FCR, fraction of
charged residues; NCPR, net charge per residue;
Hydro, hydrophobicity. M is disordered and contains
a high density of charged residues with a blocky
architecture. It carries an overall net negative
charge with a net positive charge at the N-terminal
half and a strong net negative charge at the
end of M. Arrows point toward the M3 charge
cluster. (B) Fluorescence images of Sc. pombe
expressing mCherry-labeled Sup35 grown
in medium (left) and after 30 min of energy
depletion (right). Scale bar, 5 mm. (C) Fluorescence
images of Sc. pombe expressing mCherry-labeled
Sup35 exposed to 100 mM phosphate buffer
in the presence or absence of DNP at indicated pH.
Scale bar, 5 mm. (D) Fluorescence images
of 2 mM Sc. pombe Sup35 in 20 mM PIPES;
3% polyethylene glycol (PEG), 50 mM NaCl at
indicated pH. Scale bar, 2 mm. (E) Phase diagram of
Sup35 WT from Sc. pombe with pH and salt
concentration as order parameters. Phase separa-
tion of 2 mM Sup35 was scored by the presence or
absence of droplets in the respective sample.
(F) Controlled fusion experiment of two Sc. pombe
Sup35 droplets using a dual-trap optical tweezer.
Still images show fusion of two Sup35 WT
droplets (left). Upon contact, Sup35 droplets
fuse and coalesce into one spherical droplet.
Size of droplets ~3 mm. Solidification of
Sc. pombe Sup35 WTwas assayed by their
ability to fuse with each other as a function
of time. Successful fusion was scored 1, when
droplets coalesced into a new spherical droplet
within 30 s (right). (G) Internal rearrangement of Sc. pombe Sup35 WTmolecules was assayed by fluorescence recovery after photobleaching
experiments. Sup35-GFP (2 mM) was incubated with 20 mM PIPES, 50 mM NaCl, 3% PEG20K pH 6.0. A single pixel bleach spot was placed in the
center of the drop, and the change in the local fluorescence was analyzed as a function of time. Size of droplets ~3 mm. (H) Three-dimensional volume
rendering of a Sc. pombe Sup35 droplet in 20 mM PIPES, 50 mM NaCl, 3% PEG20K pH 6.0 imaged with cryo–electron tomography. Scale bar, 50 nm.
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was grown at 30°C in YE5 or EMM5 medium.
A list of yeast strains is in table S2.

Plasmids and cloning

A list of plasmids used here can be found in
table S2. Gateway cloning (Invitrogen) was carried
out as described previously (41). Sc. pombe Sup35-
mCherry was generated according to (42) using
standard primers for amplification of the lin-
ear tagging cassette carrying the fluorescence
protein tag. Sc. pombe was transformed with
purified PCR product (43) and selected clones
were verified using standard primers (42).

Energy depletion of cells

S. cerevisiae and Sc. pombe cells were energy
depleted as described previously (16, 17). In short:
Exponentially growing yeast were transferred
to and incubated in liquid SC medium or EMM
medium, respectively, without glucose contain-
ing 20 mM 2-deoxyglucose (2-DG, inhibition of
glycolysis) and 10 mM antimycin A (inhibition
of mitochondrial ATP production). Treatment
causes about 95% reduction in cellular ATP (44).
Recovery of cells from energy depletion was by
replacing energy depletion media with media
containing 2% glucose. In a microfluidic setup
(CellAsic), cells were grown for 2-3 hours with
media prior to treatment. Medium was pumped
with 2 PSI. Exchange of medium was carried
out with 4 PSI for 2 min.

pH stress

Exponentially growing S. cerevisiae and
Sc. pombe cells were transferred to 100 mM
phosphate buffer of different pH containing
2 mM 2,4-dinitrophenol (DNP). Control samples
were treated equally, but DNP was omitted. Cell
recovery was by replacing buffer with medium
containing 2% glucose. In a microfluidic setup
(CellAsic), cells were grown for 2-3 hours prior
to treatment. Medium was pumped with 2 PSI.
Exchange of medium was at 4 PSI for 2 min.

Microscopy of yeast

Samples were prepared as described above.
Imaging was with a DeltaVision (Applied Pre-
cision) microscope (Olympus IX70 stand, Osram
Mercury short arc HBO light source, Olympus
UPlanSApo 100x oil objective, CoolSnap HQ2
camera). Z stacks with 6 planes were collected.
Imaging settings were: 5% excitation intensity,
0.15 s exposure time, 512x512 pixels, 2x2 binning.

FRAP measurements

In vivo and in vitro fluorescence recovery after
photobleaching (FRAP) experimentswere carried
out with an Andor spinning disc microscope
(Nikon TiE inverted stand, Nikon Apo 100x, NA
1.49 Oil objective, Andor iXon+ camera, EM gain
200, imaging laser intensity of 0.3% for recon-
stituted protein droplets and 5% for cells) equip-
ped with a FRAPPA unit (Andor). A single pixel
was bleachedwith a 405-nm laser pulse (1 repeat,
10% intensity, dwell time 10 ms). Recovery from
photobleaching was recorded in a single focal
plane. Image analysis was carried out in Fiji.

Ratiometric pH measurements
Cytosolic pH measurements were carried out as
described in (16, 17). In short: pHluorin2 (45) was
expressed inW303 ADE+ under control of a GPD
promoter. pH calibration was obtained as de-
scribed previously (16, 46). Imaging was carried

out using DAPI/FITC (Excitation: DAPI; Emis-
sion: FITC) and FITC/FITC (Excitation and emis-
sion: FITC) filter sets on a DeltaVision (Applied
Precision) microscope (Olympus IX70 stand,
OsramMercury short arcHBO light source, 100x
Olympus UPlanSApo objective, CoolSnap HQ2
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Fig. 4. The prion domain and a pH sensor work in synergy to protect the C domain from
stress-induced damage. (A) Growth analysis of S. cerevisiae expressing WT Sup35 (black) or
Sup35C (magenta) growing in synthetic complete medium in a microfluidic setup for 3 hours (left)
and upon exposure to and recovery from pH 5.0/DNP for one hour (indicated in gray). SEM is
shown in gray. N = 9 fields of view. (B) Spot-titer growth assay of S. cerevisiae expressing WT Sup35
(WT) and Sup35C (C) (Ctrl; exponentially growing cells were spotted) (left) and after recover from
stationary phase. (C) Fluorescence images of S. cerevisiae expressing WT Sup35-GFP (top) and
Sup35C-GFP (bottom) before (Before), during pH 5.0/DNP (pH 5.0), and during recovery
(Recovery). WT Sup35-GFP particles dissolve rapidly during recovery, and cells grow and divide.
Yellow arrows point toward newly formed yeast buds. Particles formed by Sup35C-GFP persist, and
cells remain in an arrested state for a long time. Scale bars, 5 mm. (D) Fluorescence images of
S. cerevisiae expressing WT Sup35-GFP (left) and Sup35C-GFP (right) after exposure to pH 5.0/DNP
for 60 min (top) and after 60 min of recovery (bottom). Arrows point toward Sup35 condensates.
(E) Translational activity was determined for cells expressing WT Sup35 and Sup35C during
exponential growth (first data point), during 60 min of energy depletion (ED; highlighted in gray)
and during the recovery (Recovery). SD is shown; N = 500 to 700 cells per data point. (F) Spot-titer
growth assay of the exponentially grown [psi-] and [PSI+] yeast (Ctrl) and cells that were grown
to stationary phase cells for 6 days (Day 6).
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camera). The mean DAPI/FITC to FITC/FITC
ratio per cell was calculated from the intensity
readouts and compared to the pH calibration.

Yeast growth assays

S. cerevisiae were grown overnight in YPD, di-
luted to OD600 ~0.1 the next morning and re-
grown for two days. Stationary phase samples
were taken every 24 hours over 20 days, spotted
on YPD agar plates as five-fold serial dilutions.
Plates were photographed 28 hours after spotting.

Semi-denaturing agarose-gel
electrophoresis (SDD-AGE)

Yeast cells were grown to mid exponential phase
in liquid richmediumat 30°C. Cells werewashed
withwater and then subjected the following treat-
ments: 2 hours 100 mM phosphate buffer pH 5.7,
2 mM DNP, 2 hours 100 mM phosphate buffer
pH 7.5, 2 mM DNP, 2 hours energy depletion
(20 mM 2-Deoxyglucose, 10 mM Antimycin A)
and 10 min heat shock at 46°C. Cells were har-
vested by centrifugation and resuspended in
50mMTris, pH 7.5, 150mMNaCl, 5 mMEDTA,
1% (v/v) Triton X-100, 30 mM NEM, 1 x Com-
plete Protease Inhibitor (Roche). The cells were
then lysed using glass beads (TissueLyser II from
Qiagen, settings: 15 min, 25/sec) and were briefly
spun at 2,000 rpm to sediment debris. 90 ml of
supernatant were mixed with 4 × sample buffer
(2 x TAE, 20% (v/v) glycerol, 4% (w/v) SDS,
bromophenol blue). Samples were incubated at
room temperature for 10 min and 50 mL were
loaded onto a 1.5% agarose gel containing 1 x
TAE and 0.1% SDS. The gel was run in 1 x TAE,
0.1% SDS at 100 V, followed by blotting onto a
nitrocellulose membrane (GE Healthcare Life
Sciences), as described in (47). Detection was
with ECL plus solution (GE Healthcare Life
Sciences) and a primary antibody against the
C-terminal domain of Sup35 (Sup35C antibody
kindly provided by R. Halfmann) and a sec-
ondary anti-mouse antibody.

Polysome profiling

Polysome profiling was adapted as described in
(48). In short: 250 mL yeast cultures were grown
to OD600 nm = 0.5. 100 mL were treated as
untreated control sample, 150 mL were energy
depleted as described above. After energy de-
pletion, cycloheximide was added at a final con-
centration of 0.1 mg/ml to arrest polysomes and
the samples were incubated on ice for 5 min.
Cells were centrifuged 5 min at 3000 rpm and
washed with 5 mL ice-cold polysome extraction
buffer (PEB: 20 mM Tris-HCl pH7.4, 140 mM
KCl, 5 mM MgCl2, 0.1 mg/ml cycloheximide,
0.5 mM DTT, DECP treated H2O). Cells were
resuspended in 800 mL PEB, supplementedwith
500 mL glass beads and lysed using a bead
beater for 5min at 30Hz. The lysate was cleared
by centrifugation for 5 min at 8000 × g, the
absorbance at 260 nm was determined and an
OD260 nm of 20 of the supernatant were layered
onto the sucrose gradient. The samples were
subjected to ultracentrifugation for 2.5 hours
at 35 krpm in an SW40 Ti rotor (Beckman). The

gradients were subjected to UV 260 nm readings
using a peristaltic pump.

Translation activity assay

Cells were grown to mid-log phase in SC me-
dium. Samples were taken before, during after
energy depletion at indicated time points. Newly
synthesized proteins were labeled by resuspend-
ing the cells in SD medium depleted for methio-
nine and supplemented with the methionine
analog HPG (Invitrogen) for a 10-min pulse.
Samples were fixed with 3.7% formaldehyde,
washed twice with PBS and the cell wall was
digested with Zymolyase (ZymoReseach). Cells
were washed twice with PBS, 3% v/v BSA and
permeabilized with 0.5% Triton X-100. Samples
were mounted in 4-well dishes treated with poly-
lysine. Click chemistry for HPG labeling was
carried out according to the manufacture pro-
tocol (Click-iT, Invitrogen). Samples were imaged
with a DeltaVision Elite as described above. Image
analysis was carried out with Fiji.

Protein purification

Recombinant Sup35 and variantswere expressed
as N-terminal MBP-fusion proteins with a C-
terminal His-Tag. Expression was by baculovi-
rus expression in SF9 insect cells (3). Cells were
lysed in buffer A (50 mM Tris-HCl, 1 M KCl, 2 mM
EDTA, 1 mM DTT, pH 7.5) supplemented with
cOmplete Protease Inhibitor Cocktail (Roche)
using an Emulsiflex C5 (Avestin). Lysates was
cleared by centrifugation (20,000 rpm, JA-25.50
rotor (Beckman Coulter), 60 min, 4°C). Super-
natant was applied to MBP resin and washed
with 20 column volumes buffer A. Elution was
with 20 mM Maltose in buffer A. Samples were
pooled and GST-tagged precision protease was
added to cleave off the MBP- and His-tag and

dialyzed against buffer A overnight at 4°C. The
sample was cleared by centrifugation and sub-
jected to size exclusion chromatography using
a Superdex-200 26/60 column (GE Healthcare
Life Sciences) equilibrated with buffer A running
on a BioCad 60 (Applied Biosystems) at RT.
Pooled samples were concentrated and frozen
in liquid nitrogen.

Reconstitution and microscopy of
protein-rich droplets

Protein-rich droplets of Sup35 were formed by
dilution of the protein from a stock solution
into 20 mM PIPES, 2% Polyethlenglycol 20K.
pH was adjusted with NaOH and the respective
pH of the buffer is denoted in the figures and
figure legends. Sup35 phase separation was tested
at concentrations ranging from 0.1-20 mM.
Phase diagrams were obtained at 2 mM Sup35.
Samples were mixed in low-binding PCR vials
and imaged on PEG-silane pacified microscopy
slides and/or in 384 low-binding multi-well mi-
croscopy plates (Greiner Bio-One). Phase sepa-
ration was scored yes or no, depending on the
presence or absence of protein droplets. Samples
for phase diagrams were imaged with a Delta-
Vision Elite (GE Healthcare Life Sciences),
equipped with a multi-well plate holder using
an Olympus UPlan SApochromat 100x, NA 1.4
Oil objective. Excitation of GFP labeled samples
was at 488 nm and emission was at 520 nm.
20 mm z-stacks with 1 mm spacing were taken.
For statistical representation and analysis 16
fields of views with a 50 mm spacing were re-
corded per sample. Enrichment measurements
were carried out on an Andor spinning disc
confocal microscope using a Nikon Apo 100x,
NA 1.49 Oil objective on a Nikon TiE, inverted
stand. Excitation was with a 488 nm DPSS laser.
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Fig. 5. The role of the
Sup35 prion domain in
stress adaptation. Sup35
is soluble and catalyzes
translation termination
during growth. This
function is independent
of the N-proximal domain
(NM) that comprises a
prion domain (N, green)
and a pH sensor domain
(M, magenta). Stress,
such as energy depletion,
causes a decrease in
intracellular pH (middle).
The Sup35M domain
senses changes in pH by
protonation of negatively
charged residues. This
regulates interactions of
the N-terminal prion domain
to form biomolecular condensates (left). The Sup35 condensates subsequently solidify into a protective
gel-like meshwork sequestering the translation termination factor. In the absence of the disordered
NM domain, the C domain undergoes irreversible aggregation (right). Upon cessation of stress,
Sup35 gels readily dissolve, releasing the translation termination factor (bottom).The C domain persists
in an aggregated state in the absence of the prion domain, thereby impairing protein translation.
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Emission was recorded at 520 nm and detected
with an Andor iXon EM+ DU-897 BV back
illuminated EMCCD camera. 10 mm z-stacks with
a spacing of 0.5 mm were taken. 9-16 field of
views per sample were recorded. Image analysis
was carried out with FIJI.

Cryo–electron microscopy
and tomography

Copper Quantifoil grids (R2/1, Cu 200 mesh grid,
Quantifoil Micro Tools) were glow discharged for
45 s and incubated with BSA-coated 15 nm gold
nanoparticles. The solution was allowed to dry to
adhere gold particles to the grid support and
serve as fiducials for the alignment of tilt series.
Phase separation was carried out immediately
prior to the application of samples to the grids.
4 ml from each sample were deposited on grids
and allowed to settle 30 s. Grids were plunge-
frozen into liquid ethane/propane mixture at
close to liquid nitrogen temperature using a
Vitrobot Mark 4 (FEI). The blotting conditions
were set to blot force 0.5-5 s blot time and 2 s
drain time. Grids were stored in liquid nitrogen
until usage. The blotting chamber conditions
were set to 22°C, 90% humidity. Cryo–electron
microscopy observations were performed on a
Titan Krios operated at 300 kV (FEI), equipped
with a field-emission gun, a Quantum post-
column energy filter (Gatan) operated in the
zero-loss mode, and a special heated phase plate
holder (FEI). Data was recorded on a K2 Summit
(Gatan) direct detector camera operated in dose
fractionation mode. Electron micrographs were
recorded under low-dose conditions (10-15 e/Å2)
at EFTEMmagnification of 42000 x, correspond-
ing to a pixel size 0.342 nm with target de-
focus of 4 mm. Individual frames acquired by
K2 camera were aligned using an in-house im-
plementation following procedures developed
by Li et al. (49). Tilt-series were collected using
SerialEM software (50). Tomography acquisition
parameters were as follows: EFTEM magnifica-
tion 42000 x; tilt range was ±60°; tilt increment
2°; total dose ~60 e/Å2; pixel size 0.342 nm.
Data was acquired at target defocus of -0.5 mm
with a Volta phase plate. Alignment of tilt-series
projection images was performed with gold
nanoparticles as fiducials with IMOD software.
Final alignment of the tilt-series images was
performed using the linear interpolation option
in IMOD and a low pass filter (cut off, 0.35;
sigma, 0.05). No CTF correction was performed.
Filtered volumes were generated in Matlab
(Mathworks 2015) using TOM Toolbox and
3D rendered based on intensity threshold with
the UCSF Chimera package (http://www.cgl.ucsf.
edu/chimera).

Optical tweezer measurements

Controlled droplet fusion experiments were per-
formed in a custom-built dual-trap optical tweezer
microscope with two movable traps (51). At t = 0,
phase separation of Sup35 droplets was in-
duced. 10 ml of the reaction volume were applied
and sealed in a static flow chamber (coverslip–
double-sided tape–coverslip sandwich). Sample

preparation and mounting was carried out with-
in 2-3 min. Protein droplets were trapped due to
a mismatch in the index of refraction between
droplets and buffer. The laser power of the
1064 nm trapping laser was kept at minimum
(<70 mW) to prevent heating artifacts. Keeping
one optical trap stationary, the other optical
trap was moved until droplets touched, after
which droplet fusion was recorded with a tem-
poral resolution of 1 ms (1 kHz). Apparent fusion
times were derived from exponential fitting of
the fusion traces and normalizing the apparent
fusion time by the geometric radii of the drop-
lets. Time of gelation at different conditions
was measured by scoring successful and un-
successful fusion events according to the follow-
ing criteria: Fused droplet must relax to spherical
shape within 30 s. Logistic regression was per-
formed on the resulting curves.

Bioinformatics

Sequence analysis of Sup35 from S. cerevisiae
and Sc. pombe was performed using localCIDER
(52), IUPred (53), and the SuperFamily database
(54). For each protein, six analysis tracks were
generated. SupFam defines the functionally an-
notated domains, identifying the three well-
characterized folded regions in the C-terminal
domain. IUpred describes the degree of predicted
disorder; the N and M domains are predicted
to be disordered while the C domain is pre-
dicted to be folded. The remaining four tracks
use a 20-residue sliding window to compute
local sequence properties of relevance to dis-
ordered regions. FCR describes the fraction of
charged residues and shows the N domain has
relatively few charged residues while the M
domain is substantially enriched. NCPR describes
the net charge per residue. Despite substantial
sequence divergence, the M domains have a
characteristic charge distribution of a positively
charged N-terminal region and a negatively
charged C-terminal region. Hydro describes the
local hydrophobicity using the Kyte-Doolite hy-
drophobicity scale. Comparative charge distribu-
tion of various yeast species was also carried out
using the emboss explorer charge module with
a sliding window of 20-residues. Sequence ide-
ntify analysis was carried out with ClustalOmega.
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Transferrin receptor 1 is a
reticulocyte-specific receptor for
Plasmodium vivax
Jakub Gruszczyk,1 Usheer Kanjee,2 Li-Jin Chan,1,3 Sébastien Menant,1

Benoit Malleret,4,5 Nicholas T. Y. Lim,1 Christoph Q. Schmidt,6 Yee-Foong Mok,7

Kai-Min Lin,8 Richard D. Pearson,9,10 Gabriel Rangel,2 Brian J. Smith,11

Melissa J. Call,1,3 Michael P. Weekes,8 Michael D. W. Griffin,7 James M. Murphy,1,3

Jonathan Abraham,12 Kanlaya Sriprawat,13 Maria J. Menezes,14 Marcelo U. Ferreira,14
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Plasmodium vivax shows a strict host tropism for reticulocytes.We identified transferrin
receptor 1 (TfR1) as the receptor for P. vivax reticulocyte-binding protein 2b (PvRBP2b).We
determined the structure of the N-terminal domain of PvRBP2b involved in red blood cell
binding, elucidating the molecular basis for TfR1 recognition.We validated TfR1 as the
biological target of PvRBP2b engagement by means of TfR1 expression knockdown analysis.
TfR1 mutant cells deficient in PvRBP2b binding were refractory to invasion of P. vivax but
not to invasion of P. falciparum. Using Brazilian and Thai clinical isolates, we show that
PvRBP2bmonoclonal antibodies that inhibit reticulocyte binding also block P. vivax entry into
reticulocytes.These data show that TfR1-PvRBP2b invasion pathway is critical for the
recognition of reticulocytes during P. vivax invasion.

O
f the hundreds of Plasmodium species,
onlyP. falciparum,P. vivax,P. ovale curtisi,
P. ovale wallikeri, P. malariae, and
P. knowlesi are known to infect humans.
Within the human host, malaria parasites

invade liver and red blood cells for replication
and transmission. Blood stage infection is the
major cause of all clinical symptoms in malaria,
and therefore the therapeutic prevention of par-
asite entry into red blood cells could alleviate
malarial disease. Entry into red blood cells de-
pends on the interactions between parasite in-
vasion ligands and their cognate red blood cell
receptors, of which only a handful have been
identified (1–7). These ligand-receptor interac-
tions initiate a cascade of molecular events that
progress from initial attachment, recognition,
commitment, and last, penetration of the para-
site into red blood cells (8, 9).
P. vivax is themost widely distributed human

malaria parasite. This parasite has a strict pref-

erence for invasion into reticulocytes, which are
very young red blood cells that are formed in
the bonemarrow after enucleation and released
into the circulation. The reticulocyte-specific
receptor involved in P. vivax entry has not been
identified (10).Most studies have focused on the
interaction between the P. vivax Duffy binding
protein (PvDBP) and the red blood cell Duffy
antigen receptor for chemokines (DARC) be-
cause individuals fromwestern and central Africa
lacking DARC are resistant to P. vivax invasion
(11).However, recent reports have highlighted
the presence of P. vivax in apparently DARC-
negative individuals, suggesting that P. vivax
may enter reticulocytes by binding to other re-
ceptors (12–14). Furthermore, DARC is present
on both normocytes and reticulocytes, and there-
fore this ligand-receptor interaction cannot gov-
ern selective entry into reticulocytes (15). To
identify other parasite proteins involved in retic-
ulocyte recognition, we focused on the P. vivax

reticulocyte-binding protein family (PvRBP). This
protein family comprises 11 members, of which
several have been shown to bind reticulocytes;
however, their cognate receptors have not been
identified (16–19).

PvRBP2b binds transferrin receptor 1 to
mediate recognition of reticulocytes

P. vivax preferentially invades reticulocytes that
express high levels of transferrin receptor 1 (TfR1
or CD71) (20). TfR1 is an essential housekeeping
protein involved in cellular transport of iron into
cells through binding of iron-loaded transferrin
(Tf) (21). On circulating red blood cells, TfR1 is
expressed only on reticulocytes and is progres-
sively lost from theirmembranes as theymature
into erythrocytes (22, 23). TfR1 is a type II trans-
membrane glycoprotein that forms a dimer, and
its ectodomain consists of three subdomains: a
“protease-like domain” resembling the structure
of zinc metalloproteinases, an “apical domain,”
and a “helical domain” responsible for dimeriza-
tion (24). TfR1 is also a cellular receptor for New
World hemorrhagic fever arenaviruses, includ-
ing Machupo (MACV), Junin, Guanarito, and
Sabiá viruses (25, 26). Residues 208 to 212 of the
TfR1 apical domain provide a critical recogni-
tion site for these viruses (25, 26).
PvRBP2b is expressed in late-stage P. vivax

parasites, and recombinant PvRBP2b (residues
161 to 1454; PvRBP2b161–1454) binds preferentially
to reticulocytes that express TfR1 (19, 27). We
observed that binding by recombinant PvRBP2b
was abolished when reticulocytes were treated
with trypsin and chymotrypsin (fig. S1, A and
B). We confirmed that the combination of these
proteases cleaves TfR1 and complement recep-
tor 1 (CR1) from the surface of reticulocytes, with
other known malaria receptors—including gly-
cophorin A, basigin, and DARC—being suscep-
tible to different sets of protease treatment (fig.
S1, A and B). The profile of PvRBP2b binding is
strikingly similar to the TfR1 surface expression
on reticulocytes (Fig. 1A, bottom), and we show
that the level of PvRBP2b binding is directly
correlated with the levels of TfR1 on the surface
of reticulocytes (fig. S1, C and D).
To determine whether PvRBP2b161–1454 binds

to the population of reticulocytes that express
TfR1 on their surfaces, we tested a panel of com-
mercially available anti-TfR1 monoclonal anti-
bodies (mAbs) for their ability toblock recombinant
PvRBP2b binding. Indeed, anti-TfR1 mAbs 23D10,
L01.1, LT71,M-A712,MEM-189, andOKT9 inhibited
PvRBP2b binding to reticulocytes by 78, 76, 33,
75, 92, and 90%, respectively (Fig. 1A). M-A712
also prevents MACV pseudovirus entry (25, 28).
Anti-TfR1 mAbs 2B6, 13E4, andMEM-75 did not
inhibit PvRBP2b binding; although their epitopes
have not been mapped, we propose that these
three antibodies may bind to a site on TfR1 that
is not involved in the PvRBP2b interaction (Fig. 1A).
To determine whether this inhibition was spe-
cific to PvRBP2b161–1454 binding, we analyzed the
binding of P. falciparum reticulocyte binding
protein-like homolog 4 (PfRh4) to its cognate re-
ceptor CR1 (4).Whereas addition of the first three
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complement control protein modules of CR1
(CCP 1–3) inhibited PfRh428–766 binding as ex-
pected (29), addition of anti-TfR1 mAb OKT9
did not significantly reduce PfRh4 binding (Fig.
1B). Because anti-TfR1 did not affect PfRh4 bind-
ing, these results show that TfR1 is a specific re-
ticulocyte receptor for PvRBP2b.
To evaluate whether PvRBP2b161–1454 interacts

directly with TfR1, we performed immunoprecip-
itation experiments using purified recombinant
TfR1, Tf, and PvRBP2b161–1454 proteins (Fig. 1C)

(30). Using an anti-PvRBP2b mAb, we immuno-
precipitated PvRBP2b in complex with TfR1 and
Tf. PvRBP2b and TfR1 also formed a binary com-
plex in the absence of Tf, demonstrating that
PvRBP2b binds directly to TfR1 (Fig. 1C). The
interaction between PvRBP2b and TfR1 is spe-
cific; immunoprecipitation of PvRBP1a, PvRBP1b,
or PvRBP2a did not show evidence of complex
formation with TfR1 (fig. S2A).
We developed a fluorescence resonance energy

transfer (FRET)–based assay tomonitor PvRBP2b-

TfR1 complex formation in which TfR1 labeled
with DyLight-594 could be shown to interact with
PvRBP2b161–1454 labeled with DyLight-488 (fig.
S2B). The addition of 10-fold molar excess of
unlabeled PvRBP2b161–1454 and TfR1 competed
out the labeled proteins and reduced the signal
of the PvRBP2b-TfR1 FRET pair. By contrast,
proteins that were unable to bind TfR1, such
as PfRh4, had no effect on the FRET signal.
Using this assay, we observed that anti-TfR1
mAbs 23D10, M-A712, MEM-189, and OKT9 that
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Fig. 1. PvRBP2b
binds TfR1 on the
reticulocyte surface.
(A) PvRBP2b161–1454
binding in the presence
of anti-TfR1 mAbs ana-
lyzed by means of flow
cytometry. (Left) Dot
plots of PvRBP2b161–1454
binding (y axis) to
reticulocytes stained
with thiazole orange
(TO; x axis). (Right)
Normalized binding
results in which
PvRBP2b161–1454
binding in the absence
ofmAbswas arbitrarily
assigned to be 100%.
(B) PvRBP2b161–1454
and PfRh428–766
bindingwere evaluated
by means of flow
cytometry with the
addition of anti-TfR1
mAbOKT9orCCP 1–3.
PvRBP2b161–1454 and
PfRh4 binding in buffer
were arbitrarily assigned
to be 100%. (C) Eluates
of individual or mix-
tures of proteins
immunoprecipitated
with anti-PvRBP2b
mAbanalyzedbymeans
of SDS-PAGE. Plus and
minus signs indicate
protein present and
absent, respectively. M,
molecular weight
marker. (D) Anti-TfR1
mAbs inhibit PvRBP2b-
TfR1 complex forma-
tion in the FRET-based
assay.The FRETsignal
was relative to “nomAb”
control. (E) Binding of
PvRBP2b161–1454 and
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PfRh428–766 in the presence of anti-TfR1 mAb MEM-189, CCP 1–3, and
MACVGP1. (Left) Dot plots showing PvRBP2b161–1454 (top) and PfRh428–766

binding (bottom). (Right) Normalized binding results in which PvRBP2b161–1454
and PfRh428–766 binding in the presence of buffer was arbitrarily assigned
to be 100%. (F) MACV GP1 inhibits PvRBP2b161–1454–TfR1 complex

formation monitored by means of FRETassay. For (A), (B), (D), (E), and (F),
mean ± SEM, n ≥ 3 biological replicates; open circles represent biological
replicates. Mann-Whitney test was used for (A) and (D), where MEM-75
was considered noninhibitory, and t tests were used for (B), (E), and (F).
*P ≤ 0.05, **P ≤ 0.001.
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inhibited PvRBP2b161–1454 reticulocyte binding
also blocked PvRBP2b-TfR1 complex formation
(Fig. 1D).

MACV GP1 and PvRBP2b bind to the
apical domain of TfR1

The arenavirus envelope glycoprotein is the
only protein on the virion surface and, during
maturation, is processed into three subunits:
the stable signal peptide, GP1, and GP2. The GP1
subunit interacts with cellular receptors, and
the structure of aMACVGP1–TfR1 complex shows
that MACV GP1 binds to the apical domain of
TfR1 (31, 32). TodeterminewhetherPvRBP2b inter-
acts with a similar surface on TfR1, we exam-
ined whether soluble MACV GP1 competes with
PvRBP2b161–1454 for binding to TfR1 on retic-
ulocytes (Fig. 1E). Indeed, the addition of MACV
GP1 reduced PvRBP2b161–1454 binding to reticu-
locytes, albeit at a lower level of inhibition as

compared with the addition of anti-TfR1 mAb
MEM-189. This inhibition was specific; PfRh4
binding was unaffected by addition of MACV
GP1 or MEM-189 but clearly reduced with the
addition of CCP 1–3 (Fig. 1E). The addition of
MACV GP1 inhibited PvRBP2b-TfR1 complex
formation and reduced the FRET signal to a
similar extent as unlabeled PvRBP2b161–1454,
whereas addition of CCP 1–3 had negligible
effect (Fig. 1F). These results indicate that MACV
GP1 and PvRBP2b161–1454 bind to an overlapping
site on TfR1.

Crystal structure of the N-terminal
domain of PvRBP2b

PvRBP2b is a 326-kDa protein with a putative red
blood cell–binding domain and a C-terminal trans-
membrane region (Fig. 2). We determined the
crystal structure of the N-terminal domain of
PvRBP2b (residues 169 to 470; PvRBP2b169–470),

refined to 1.71-Å resolution (Fig. 2A; fig. S3, A to
D; and table S1). The surface of the domain is
mostly positively charged (Fig. 2B). It is predom-
inantly ana-helical protein, comprising 10a-helices
and two very short antiparallel b-sheets, each
comprising two b-strands. The crystal structure
of PvRBP2b169–470 has two disulfide bonds: one
between Cys312 and Cys316 and the other between
Cys240 and Cys284. This structure closely resem-
bles the homologous domain of PvRBP2a and
PfRh5, with a root mean square deviation of 1.7
and 3.7 Å over 268 and 225 aligned Ca atoms,
respectively (Fig. 2C and fig. S4) (18, 33, 34). The
theoretical x-ray solution scattering pattern cal-
culated from the PvRBP2b169–470 crystal struc-
ture coordinates shows excellent agreement with
the experimental small-angle x-ray scattering
(SAXS) data (c = 0.35) (fig. S5, A to F, and table
S2), with concordance between the crystal and
solution conformations apparent from the overlay
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Fig. 2. Crystal structure of the N-terminal domain of PvRBP2b and its
functional requirement. (A) Structure of the N-terminal domain of PvRBP2b
from amino acid 169 to 470 shown in two orthogonal views. (B) Electrostatic
surface potential on the PvRBP2b structure. (C) Superimposition of the
PvRBP2b structure (green) with PvRBP2a (purple) and PfRh5 (orange).The
Protein Data Bank (PDB) ID codes for PfRh5 and PvRBP2a are 4WATand
4Z8N, respectively. (D) Crystal structure of the N-terminal domain
superimposed with SAXS ab initio bead model of PvRBP2b169–470 (left) and
PvRBP2b169–652 (right). (E) Sliding window analysis showing nucleotide
diversity (p) values and Tajima’s D statistic in PvRBP2b.The gray boxes refer
to a highly polymorphic region at amino acid positions 169 to 470 that appears

to be under balancing selection. (F) Schematic representation of full-length
PvRBP2b and recombinant protein fragments (left). Signal peptide (SP),
transmembrane domain (TM), and N-terminal domain (yellow) are indicated.
(G) PvRBP2b binding results by means of flow cytometry, in which
PvRBP2b161–1454 binding was arbitrarily assigned to be 100%. (H) Unlabeled
recombinant PvRBP2b fragments or PfRh4weremixed at 10-foldmolar excess
relative to the labeled PvRBP2b161–1454–TfR1 FRETpair. The FRET intensity
was relative to buffer control. For (G) and (H), mean ± SEM, n = 4 biological
replicates; open circles represent biological replicates.The Mann-Whitney test
was used to calculate the P value by using the binding of 2b474–1454 that was
considered no binding. *P ≤ 0.05, **P ≤ 0.001.
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of the crystal structure and the ab initio calculated
molecular envelope (Fig. 2D, left). We also ob-
tained SAXS data for a longer fragment of
PvRBP2b including residues 169 to 652 (fig. S6
and table S2). The reconstructed molecular en-

velope has a rodlike shape, with a C-terminal part
forming a continuous extension of the N-terminal
domain (Fig. 2D, right). SAXS data for a larger
fragment of PvRBP2b encompassing residues 161
to 969 indicate that the molecule adopts an

elongated, boomerang-like shape, similar to that
previously reported for PvRBP2a (figs. S6, A to
F, and S7, A to D, and table S2) (18).
We calculated nucleotide diversity (p) and

Tajima’s D within PvRBP2b using data from
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Fig. 3. PvRBP2b binds to TfR1-Tf to form a stable ternary complex.
(A) PvRBP2b161–1454 and (B) PvRBP2b161–969 were coupled covalently to a
biosensor chip to probe binding of TfR1 (concentration range assayed, 2 mM
to 7.5 nM, top) and TfR1-Tf complexes [concentration range of TfR1-Tf
complexes assayed, 2:4 mM to 1.8:3.9 nM (A) and 2:4 mM to 7.5:15 nM (B),
bottom]. (C and D) Complex formation between PvRBP2b,TfR1, and Tf
analyzed by means of analytical SEC. PvRBP2b-TfR1-Tf ternary complex can
be observed for PvRBP2b161–1454 [(C), top] and PvRBP2b161–969 [(D), top].
Two corresponding truncations of the N-terminal domain, PvRBP2b474–1454

[(C), bottom] and PvRBP2b474–969 [(D), bottom], do not interact with the
TfR1-Tf binary complex.The exclusion volume (V0) of the columns and the
elution volumes of selected marker proteins are indicated with black
arrowheads. (Bottom) Coomassie blue–stained SDS-PAGE gels of the
fractions obtained from SEC. (E and F) Continuous sedimentation coefficient
distributions derived from fitting sedimentation velocity data to a c(s)
sedimentation model. (E) c(s) distributions for TfR1 (black line),Tf (magenta
line), and PvRBP2b161–969 (blue line). (F) c(s) distributions for the TfR1-Tf
complex (red line) and PvRBP2b161-969–TfR1-Tf complex (green line).
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theMalariaGEN P. vivaxGenome Variation proj-
ect (35). Therewas a peak in bothmetrics between
amino acid positions 169 and 470, suggesting
balancing selectionwithin theN-terminal domain
(Fig. 2E). Such signatures of balancing selection
are often associated with genes or proteins ex-
pressed on the surface ofmerozoites and are likely
due to interaction with the immune system.
To determine the importance of the N-terminal

domain for PvRBP2b function, we generated a
series of purified recombinant PvRBP2b protein
fragments (Fig. 2F and tables S3 and S4). All
proteins were soluble and properly folded as
indicated by high a-helical content in CD spectra,
which is in agreement with the secondary struc-
ture predictions (fig. S8, A to D). We observed

that all fragments with the N-terminal domain
bound reticulocytes (PvRBP2b161–1454, PvRBP2b161–969,
PvRBP2b169–813, and PvRBP2b169–652), whereas their
corresponding fragments without the domain
did not (PvRBP2b474–1454 and PvRBP2b474–969)
(Fig. 2G).However, the isolatedN-terminal domain
PvRBP2b169–470 was unable to bind reticulocytes
on its own (Fig. 2G), indicating that this frag-
ment of PvRBP2b is necessary but not sufficient
for reticulocyte binding. The shortest PvRBP2b
fragment that showed binding to reticulocytes
encompasses residues 169 to 652 (Fig. 2G). Our
FRET-based assay showed that unlabeled recom-
binant fragments that bind reticulocytes inhibited
PvRBP2b-TfR1 complex formation,whereas recom-
binant fragments that did not bind reticulocytes

had a negligible effect (Fig. 2H). Collectively, our
structural and functional analyses indicate that
the N-terminal domain is necessary for binding
but requires the presence of the elongated C-
terminal fragment to form a fully functional
binding site.

PvRBP2b, TfR1, and Tf form a stable
complex at nanomolar concentrations

Using surface plasmon resonance, we found that
PvRBP2b161–1454 interacts with TfR1 alone or
with the binary complex of TfR1-Tf (Fig. 3A, top
and bottom, respectively). We also observed sim-
ilar results for the PvRBP2b161–969 fragment with
TfR1 and TfR1-Tf (Fig. 3B, top and bottom, re-
spectively). These results indicate that Tf was
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Fig. 4. Deletions in TFRC reduce TfR1 surface expression, abolish
PvRBP2b binding, and inhibit P. vivax invasion. (A) Expression of TfR1,
BSG, and GypA on the surface of jkRBCs, TfR1 mutants, DBSG null,
and cultured erythrocytes (cRBCs) as measured with flow cytometry.
(Right) Cytospin analysis of cells stained with May-Grünwald Giemsa
staining technique. (B) TfR1DG217 mutation in TfR1 abrogates PvRBP2b
binding as observed by using analytical SEC. (C) Quantitative surface
proteomics demonstrate specific reduction in TfR1 protein levels in TfR1
mutants compared with wild-type jkRBCs. Levels of Tf, the binding
partner for TfR1, are similarly reduced. Significance A was used to estimate
P values, and a minimum of two peptides were required for protein

quantitation. (D) Binding of recombinant PvRBP2b fragments to
jkRBCs, TfR1 mutants, DBSG, and cRBCs are shown in blue. Negative
controls of unstained cells and isotype control stained cells are shown
in the gray and orange lines, respectively. (Right) Compilation of
results from PvRBP2b fragment binding to jkRBCs, TfR1 mutants, DBSG,
and cRBCs. Mean ± SEM, n = 3 biological replicates. (E) Comparison of
invasion efficiency between jkRBCs and TfR1 mutant cell lines with either
P. vivax or P. falciparum. The data shown are averages and SEM from
between four to five biological replicates shown as open circles. P value
was calculated by using a paired, two-tailed t test. ****P ≤ 0.0001; ns,
nonsignificant.
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not required for the PvRBP2b-TfR1 complex for-
mation because the addition of Tf resulted in
similar binding responses than for TfR1 alone.
We analyzed a PvRBP2b, TfR1, and Tf ternary
complex using analytical size exclusion chroma-
tography (SEC) and used SDS–polyacrylamide gel
electrophoresis (SDS-PAGE) analyses to confirm
comigration of complex components. The ter-
nary complex was detected for PvRBP2b161–1454
and PvRBP2b161–969 (Fig. 3, C and D, top, re-
spectively, and table S5). By contrast, their cor-
responding fragments without the N-terminal
domain (PvRBP2b474–1454 and PvRBP2b474–969)
did not form any observable ternary complexes
(Fig. 3, C and D, bottom). The interaction be-
tween PvRBP2b and TfR1-Tf binary complex
is similar in the presence of either the iron-
depleted or iron-loaded form of human transferrin
(fig. S2C). Furthermore, the homologous member
of the same protein family, PvRBP2a, did not
form a ternary complex with TfR1-Tf (fig. S2D).
Sedimentation velocity analyses of TfR1, Tf,

and PvRBP2b161–969 indicated that the isolated
proteins are homogenous, with weight-average
sedimentation coefficients of 7.3, 4.9, and 3.6 S,
respectively (Fig. 3E). These values are consistent
with a stable dimer of TfR1 andmonomeric forms
of both Tf and PvRBP2b161–969. The empirically
fitted shape parameter value (frictional ratio)
calculated for PvRBP2b161–969 was ~1.8, which is
consistent with a highly elongated structure in
solution. Mixtures of TfR1-Tf and PvRBP2b161–969–
TfR1-Tf yielded single symmetrical peaks with
weight-average sedimentation coefficients of 11.5
and 11.2 S, respectively, with no peaks observed
for the individual components in these samples
(Fig. 3F and fig. S9). These results indicate that Tf
and TfR1 form a stable binary complex in solu-
tion and that PvRBP2b161–969 binds to this binary
complex. The frictional ratio (f/f0) for the ternary
PvRBP2b161–969–TfR1-Tf was higher than for the
binary TfR1-Tf complex, resulting in a reduction
in the sedimentation coefficient on formation of
the ternary complex and indicating that it has an
elongated structure in solution.

Deletions in TfR1 generated via
CRISPR/Cas9 abolishes PvRBP2b
binding and P. vivax invasion

To investigate whether loss of TfR1 surface ex-
pression on red blood cells would affect PvRBP2b
protein binding, we attempted to generate a
knockout of the TFRC gene using CRISPR/Cas9
genome editing of the JK-1 erythroleukemia cell
line. We obtained single-cell clones that displayed
reduced expression of TfR1 and validated the
mutation in two independent clones (TfR1 mut1
and TfR1 mut2) (fig. S10, A to C). Both clones con-
tained an identical –3-bp deletion that resulted
in the loss of amino acid Gly217 in the TfR1 apical
domain but left the rest of the protein in-frame.
TfR1 mut1 was homozygous for this deletion,
whereas TfR1 mut2 has a –3-bp deletion, as de-
scribed above, on one allele and a –11-bp deletion
on the other allele, the latter leading to a pre-
mature stop codon. Deletion of TFRC in a mouse
model is embryonic lethal and leads to severe

Gruszczyk et al., Science 359, 48–55 (2018) 5 January 2018 6 of 8

Fig. 5. Anti-PvRBP2b mAbs inhibit reticulocyte binding and P. vivax invasion in Brazilian and
Thai clinical isolates. (A) ELISA plates were coated with equimolar concentrations of each
recombinant fragment, and detection with anti-PvRBP2b mAbs 3E9, 6H1, 8G7, and 10B12 are shown.
(B) Competition ELISA by using immobilized PvRBP2b incubated with unconjugated anti-2b mAbs
(x axis) and detected with 3E9-HRP, 6H1-HRP, 8G7-HRP, and 10B12-HRP as indicated. For (A) and (B), error
bars represent range showing the variability of duplicate measures. (C) PvRBP2b161–1454 binding in the
presence of anti-PvRBP2b mAbs 3E9, 6H1, 8G7, and 10B12 was analyzed by means of flow cytometry.
Normalized binding results inwhichPvRBP2b161–1454 binding in the absence ofmAbswas arbitrarily assigned
to be 100%.The anti-PvRBP2a mAb 3A11 was used as a negative antibody control. Mean ± SEM, n = 5
biological replicates, open circles represent biological replicates.The Kruskal-Wallis test was used to
calculate the P value by using 8G7 binding as no inhibition. *P ≤ 0.05, ***P ≤ 0.0001. (D) Invasion of P. vivax
in Brazilian (blue open circles) and Thai (black open circles) clinical isolates in the presence of anti-PvRBP2b
3E9, 6H1, 8G7, and 10B12, pooled mAbs (each mAb at one-third of final concentration), mouse isotype
control, purified rabbit prebleed IgG, purified total IgG of anti-PvRBP2b polyclonal antibody R1527, and
camelid anti-Fy6 mAb. Antibodies were added in concentrations from 25 to 125 mg/ml, except for the
camelid anti-Fy6 mAb, which was used at 25 mg/ml. Mean ± SD, n = 2 to 6 biological replicates; open
circles represent biological replicates. For experiments with n > 2 biological replicates, we used the
Kolmogorov-Smirnov test to compare 8G7 with 3E9, 6H1, and 10B12. *P ≤ 0.05, **P ≤ 0.001.
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disruption of erythropoiesis (36), suggesting that
complete deletion of TFRC in erythroid-lineage
cells, such as JK-1, may not be possible.
Differentiated polychromatic JK-1 cells (termed

jkRBCs) express surface proteins (including TfR1)
at levels comparable with those of differentiated
CD34+ bone marrow–derived cultured red blood
cells (cRBCs) (37). The jkRBCs, cRBCs, and differ-
entiated jkRBCs with a knockout within the
basigin receptor (DBSG) show normal levels of
TfR1, whereas TfR1 mutant clones displayed an
intermediate level of TfR1 surface staining, with
a panel of anti-TfR1 mAbs (Fig. 4A and fig. S11).
Levels of glycophorin A (GypA) and basigin (BSG)
on these TfR1 mutant clones were similar to all
control cells, showing that only TfR1 surface ex-
pression is affected on these cells (Fig. 4A). To
determine whether deletion of Gly217 affects
PvRBP2bbinding,wegenerateda recombinantTfR1
protein that lacks this amino acid (TfR1DG217).
Using SEC,we show that althoughTfR1DG217was
still able to bind Tf, its binding to PvRBP2b was
completely abolished (Fig. 4B). Gly217, which re-
sides on the lateral surface of the TfR1 apical
domain, is close to the MACV GP1 interaction
surface (fig. S10D) (31).
To confirm that themutation in TFRC did not

result in changes in expression of other red
blood cell proteins, we compared the abundance
of cell surface proteins betweenwild-type jkRBCs
and the two TfR1 mutants using tandem mass
tag–based quantitative surface proteomics (Fig.
4C). Out of 237 quantified surface proteins, only
TfR1 and Tf were significantly modified, con-
firming the specificity of the TFRCmutations.
Wenextwanted todeterminewhetherPvRBP2b

binding was affected in the TfR1 mutant clones.
PvRBP2b161–1454 and PvRBP2b161–969 bound jkRBCs
and cRBCs, whereas recombinant fragments
PvRBP2b474–1454 and PvRBP2b474–969 that lacked
the N-terminal domain did not (Fig. 4D). By
contrast, we did not detect any PvRBP2b161–1454
and PvRBP2b161–969 binding to TfR1mutant cells.
This abolition of binding was specific to deletions
in TFRC because PvRBP2b bindingwas unaffected
on DBSG null cells or on cRBCs (Fig. 4D, right).
We also compared the invasion efficiency between
jkRBCs and TfR1 mutant cell lines with either
Brazilian P. vivax isolates or P. falciparum 3D7
(fig. S10E). A significant (>10-fold) reduction in
invasion efficiency was observed in the TfR1
mutant line compared with the jkRBCs line with
P. vivax, whereas no significant difference was
observed with P. falciparum (Fig. 4E). These
results validate TfR1 as the cognate receptor for
PvRBP2b and that TfR1 is an essential host factor
for P. vivax invasion.

Antibodies to PvRBP2b block
reticulocyte binding and P. vivax invasion

To examine whether PvRBP2b antibodies could
inhibit P. vivax invasion, we raisedmousemono-
clonal antibodies to PvRBP2b161–1454 and ob-
tained four mAbs. 3E9, 6H1, and 10B12 bound
epitopes within the N-terminal domain present
in PvRBP2b169–470 with high affinities (Fig. 5A;
fig. S12, A to C; and table S6), whereas mAb 8G7

recognized an epitope outside the N-terminal
domain within amino acids 813 to 969 (Fig. 5A).
Competitionenzyme-linked immunosorbent assay
(ELISA) experiments using mAbs directly conju-
gated to horseradish peroxidase (HRP) show that
each mAb only competed with itself for binding
to PvRBP2b, showing that 3E9, 6H1, and 10B12
bind to distinct epitopes in theN-terminal domain
(Fig. 5B). Neither polyclonal nor monoclonal anti-
bodies to PvRBP2b recognize recombinant PfRh4
and five other recombinant PvRBPs, indicating
that these antibodies are specific to PvRBP2b
(fig. S12B) (19). Using flow cytometry, we show
that addition of anti-PvRBP2b mAbs 3E9, 6H1,
and 10B12 abolished the PvRBP2b161–1454 binding
to reticulocytes, whereas anti-PvRBP2b mAb
8G7 and anti-PvRBP2amAb 3A11 had no effect
(Fig. 5C).
WetestedtheabilityoftheantibodiestoPvRBP2b

to inhibit P. vivax invasion into human retic-
ulocytes,usingashort-termP.vivaxexvivoassay
with Brazilian and Thai clinical isolates (Fig. 5D,
blue and black open circles, respectively). As a
control,weusedacamelid antibody toFy6,which
is a single monovalent VHH domain (15 kDa)
(38,39) that targets a surface-exposedepitopeon
DARC and blocks its interaction with PvDBP.
Theadditionof the25mg/mlcamelid antibody to
Fy6 in ex vivo assays by using Thai isolates
resulted in 85% inhibition of P. vivax invasion
(Fig. 5D).Using fourThai isolates, theadditionof
inhibitoryanti-PvRBPmAbs3E9,6H1,and10B12
at25mg/mlresulted in49, 45,and42%inhibition
of P. vivax invasion, respectively. To determine
whether inhibition could be improved by in-
creasingtheconcentrationofanti-PvRBP2bmAbs
to match the molarity and valency of the single
VHH domain, we used 125 mg/ml of inhibitory
anti-PvRBP2bmAbs. Under these conditions, we
tested the invasion efficiency of two Brazilian
isolates. We observed that addition of inhibitory
anti-PvRBPmAbs3E9,6H1,and10B12at125mg/ml
resulted in 68, 45, and 57% inhibition of P. vivax
invasioninBrazilianisolates,respectively(Fig.5D).
To enable quantitative analyses of the ex vivo as-
says, we combined our initial results of Thai and
BrazilianisolatesattheirrespectivemAbconcen-
trations. Increased concentration of the inhibitory
anti-PvRBP2b mAbs resulted in an equivalent or
small increase in inhibition of P. vivax invasion
(Thai at 25 mg/ml versus Brazilian at 125 mg/ml).
Thus,ourcombinedsamplesetunderestimatesthe
level of inhibition for antibody concentrations of
125 mg/ml. As additional controls, we included
the noninhibitory anti-PvRBP2b mAb 8G7 and
an immunoglobulinG1 (IgG1)mouse isotype con-
trol, which displayed only 8 and 9% inhibition of
P. vivax invasion, respectively (Fig. 5D). These
results show that addition of anti-PvRBP2b in-
hibitory mAbs 3E9, 6H1, and 10B12 resulted in
significant reduction of P. vivax invasion com-
paredwith the noninhibitory anti-PvRBP2bmAb
8G7 (Fig. 5D).
We show that the inhibitory anti-PvRBP2b

mAbs target a domain that appears to be under
balancing selection (Figs. 2E and 5A), which may
result in differences in inhibition between clinical

isolates owing to the presence of polymorphic
epitopes. To circumvent inter-isolate differences,
we further tested the combination of all three
inhibitory mAbs, 3E9, 6H1, and 10B12 pooled
together (mAb pool) and polyclonal antibodies to
PvRBP2b. The mAb pool resulted in significant
48% reduction in P. vivax invasion in both Thai
and Brazilian isolates comparedwith that of anti-
PvRBP2bmAb 8G7 (Fig. 5D). Addition of purified
total IgG of polyclonal antibodies to PvRBP2b
R1527 resulted in 53% reduction inP. vivax invasion,
whereas the rabbit prebleed IgG showed only
5% inhibition (Fig. 5D). A previous study using
rabbit antibodies to PvDBP shows that P. vivax
invasion was reduced up to 64% (40), a level of
inhibition comparable with what has been ob-
served with our antibodies to PvRBP2b (Fig. 5D).
These results show that anti-PvRBP2bmAbs that
block binding to reticulocytes also inhibit P. vivax
invasion and highlight the important role of the
PvRBP2b-TfR1 invasion pathway in P. vivax field
isolates.
Our results reveal a stable interaction be-

tween PvRBP2b and TfR1 and that antibodies to
PvRBP2b that block binding to reticulocytes also
inhibit P. vivax invasion into human reticulocytes.
P. vivax invasion is significantly inhibited in the
presence of TfR1 mutant cells, showing that TfR1
is a critical host factor for entry into reticulo-
cytes. We propose that the PvRBP2b-TfR1 inter-
action is important for the initial recognition of
the target reticulocyte cells, which results in the
commitment of P. vivax parasites for reticulo-
cyte invasion and the subsequent engagement of
PvDBP-DARC in tight junction formation, lead-
ing to the successful completion of the invasion
process. Identification of the molecular entities
required for P. vivax invasion offer the possi-
bility to target multiple invasion pathways for
synergistic inhibition of P. vivax blood stage
infection.

REFERENCES AND NOTES

1. A. G. Maier et al., Nat. Med. 9, 87–92 (2003).
2. C. Crosnier et al., Nature 480, 534–537 (2011).
3. B. K. Sim, C. E. Chitnis, K. Wasniowska, T. J. Hadley, L. H. Miller,

Science 264, 1941–1944 (1994).
4. W.-H. Tham et al., Proc. Natl. Acad. Sci. U.S.A. 107,

17327–17332 (2010).
5. L. H. Miller, S. J. Mason, J. A. Dvorak, M. H. McGinniss,

I. K. Rothman, Science 189, 561–563 (1975).
6. J. H. Adams et al., Cell 63, 141–153 (1990).
7. R. Horuk et al., Science 261, 1182–1184 (1993).
8. A. F. Cowman, B. S. Crabb, Cell 124, 755–766 (2006).
9. G. E. Weiss et al., PLOS Pathog. 11, e1004670 (2015).
10. I. Mueller et al., Lancet Infect. Dis. 9, 555–566 (2009).
11. L. H. Miller, S. J. Mason, D. F. Clyde, M. H. McGinniss, N. Engl.

J. Med. 295, 302–304 (1976).
12. T. G. Woldearegai, P. G. Kremsner, J. F. J. Kun, B. Mordmüller,

Trans. R. Soc. Trop. Med. Hyg. 107, 328–331 (2013).
13. C. Mendes et al., PLOS Negl. Trop. Dis. 5, e1192 (2011).
14. D. Ménard et al., Proc. Natl. Acad. Sci. U.S.A. 107, 5967–5971

(2010).
15. B. Malleret et al., PLOS ONE 8, e76062 (2013).
16. J. M. Carlton et al., Nature 455, 757–763 (2008).
17. M. R. Galinski, C. C. Medina, P. Ingravallo, J. W. Barnwell,

Cell 69, 1213–1226 (1992).
18. J. Gruszczyk et al., Proc. Natl. Acad. Sci. U.S.A. 113, E191–E200

(2016).
19. C. T. França et al., PLOS Negl. Trop. Dis. 10, e0005014

(2016).
20. B. Malleret et al., Blood 125, 1314–1324 (2015).

Gruszczyk et al., Science 359, 48–55 (2018) 5 January 2018 7 of 8

RESEARCH | RESEARCH ARTICLE
on January 4, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


21. Y. Cheng, O. Zak, P. Aisen, S. C. Harrison, T. Walz, Cell 116,
565–576 (2004).

22. B. T. Pan, R. M. Johnstone, Cell 33, 967–978 (1983).
23. C. Harding, J. Heuser, P. Stahl, J. Cell Biol. 97, 329–339 (1983).
24. C. M. Lawrence et al., Science 286, 779–782 (1999).
25. S. R. Radoshitzky et al., Nature 446, 92–96 (2007).
26. J. Abraham et al., PLOS Pathog. 5, e1000358 (2009).
27. Z. Bozdech et al., Proc. Natl. Acad. Sci. U.S.A. 105,

16290–16295 (2008).
28. G. Helguera et al., J. Virol. 86, 4024–4028 (2012).
29. W.-H. Tham et al., Blood 118, 1923–1933 (2011).
30. M. J. Bennett, J. A. Lebrón, P. J. Bjorkman, Nature 403, 46–53

(2000).
31. J. Abraham, K. D. Corbett, M. Farzan, H. Choe, S. C. Harrison,

Nat. Struct. Mol. Biol. 17, 438–444 (2010).
32. S. R. Radoshitzky et al., Proc. Natl. Acad. Sci. U.S.A. 105,

2664–2669 (2008).
33. K. E. Wright et al., Nature 515, 427–430 (2014).
34. L. Chen et al., eLife 10.7554/eLife.04187 (2014).
35. R. D. Pearson et al., Nat. Genet. 48, 959–964 (2016).
36. J. E. Levy, O. Jin, Y. Fujiwara, F. Kuo, N. C. Andrews, Nat.

Genet. 21, 396–399 (1999).
37. A. K. Bei, C. Brugnara, M. T. Duraisingh, J. Infect. Dis. 202,

1722–1727 (2010).
38. D. Smolarek et al., Cell. Mol. Life Sci. 67, 3371–3387 (2010).
39. J. S. Cho et al., Int. J. Parasitol. 46, 31–39 (2016).
40. B. T. Grimberg et al., PLOS Med. 4, e337 (2007).

ACKNOWLEDGMENTS

We thank J. Newman from the Commonwealth Scientific and
Industrial Research Organization Collaborative Crystallization Centre
for assistance with setting up the crystallization screens, the Walter
and Eliza Hall Institute’s Monoclonal Antibody Facility for production
of antibodies, J. Williamson for assistance with mass spectrometry,
and MX and SAXS beamline staff at the Australian Synchrotron for
their assistance during data collection. We thank F. Nosten, the staff
and patients attending the Mae Sot Malaria Clinic in Thailand, and
clinics associated with the Shoklo Malaria Research Unit (SMRU), Tak
Province, Thailand. We also thank Y. Colin and O. S. Bertrand
(INSERM/University Paris 7) for the generous gift of the antibodies to
DARC. W.-H.T. is a Howard Hughes Medical Institute–Wellcome Trust
International Research Scholar (208693/Z/17/Z). This work was
supported in part by the Australian Research Council Future
Fellowships to W.-H.T. and M.D.W.G., a Speedy Innovation Grant to
W.-H.T., and a National Health and Medical Research Council
fellowship (1105754) to J.M.M. U.K. was supported by a Canadian
Institutes of Health Research Postdoctoral Fellowship. R.D.P. is
funded by Wellcome Trust 090770. M.P.W. was supported by a
Wellcome Trust Senior Clinical Research Fellowship (108070/Z/15/
Z). This study received funding from Singapore National Medical
Research Council (NMRC) (NMRC/CBRG/0047/2013) and the
Agency for Science, Technology and Research (A*STAR, Singapore).
SMRU is sponsored by The Wellcome Trust of Great Britain as part of
the Oxford Tropical Medicine Research Programme of Wellcome

Trust–Mahidol University. Work in the M.T.D. laboratory was
supported by National Institutes of Health grant 1R01HL139337. We
also acknowledge the support of the B.R. laboratory from the Marsden
Fund 17-UOO-241.The authors acknowledge the Victorian State
Government Operational Infrastructure Support and Australian
Government National Health and Medical Research Council
Independent Research Institute Infrastructure Support Scheme. All
data and code to understand and assess the conclusions of this
research are available in the main text, supplementary materials, and
via the following repositories: The atomic coordinates and structure
factors for PvRBP2b have been deposited in PDB with accession
number 5W53. Genotypes were derived from sequence data
generated at the Wellcome Trust Sanger Institute (Wellcome Trust
206194 and 098051).

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/359/6371/48/suppl/DC1
Materials and Methods
Figs. S1 to S12
Tables S1 to S6
References (41–83)
Data Set S1

6 March 2017; resubmitted 29 September 2017
Accepted 16 November 2017
10.1126/science.aan1078

Gruszczyk et al., Science 359, 48–55 (2018) 5 January 2018 8 of 8

RESEARCH | RESEARCH ARTICLE
on January 4, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/content/359/6371/48/suppl/DC1
http://science.sciencemag.org/


COMPARATIVE GENOMICS

Rapid genome shrinkage
in a self-fertile nematode reveals
sperm competition proteins
Da Yin,1 Erich M. Schwarz,2* Cristel G. Thomas,1,3 Rebecca L. Felde,1 Ian F. Korf,4

Asher D. Cutter,3 Caitlin M. Schartner,5 Edward J. Ralston,5

Barbara J. Meyer,5 Eric S. Haag1*

To reveal impacts of sexual mode on genome content, we compared chromosome-scale
assemblies of the outcrossing nematodeCaenorhabditis nigoni to its self-fertile sibling species,
C. briggsae. C. nigoni’s genome resembles that of outcrossing relatives but encodes 31%more
protein-coding genes than C. briggsae. C. nigoni genes lacking C. briggsae orthologs were
disproportionately small and male-biased in expression.These include themale secreted short
(mss) gene family, which encodes sperm surface glycoproteins conserved only in outcrossing
species. Sperm frommss-null males of outcrossingC. remanei failed to compete with wild-type
sperm, despite normal fertility in noncompetitive mating. Restoringmss to C. briggsae males
was sufficient to enhance sperm competitiveness.Thus, sex has a pervasive influence on
genome content that can be used to identify sperm competition factors.

S
ex between individuals is nearly ubiqui-
tous in eukaryotic life (1). However, in mul-
ticellular organisms, the costs of sex and
scarcity of mates sometimes favor the evo-
lution of uniparental reproduction through

asexual parthenogenesis or self-fertilization (2).
Such changes in sexual reproduction have con-
sequences for both sexual traits and genome
content. Comparative genomics using closely
related species with different modes of sexual
reproduction can reveal sex-related factors that
might otherwise remain cryptic. In the nematode
species C. elegans, C. briggsae, and C. tropicalis,
animals with two X chromosomes that would
normally be female have evolved into self-fertilizing
hermaphrodites (Fig. 1A) (3). Nearly all progeny of
these selfing XX hermaphrodites are themselves
XX. Rare haplo-X (XO) male progeny experience
weaker sexual selection than males from out-
crossing species, exhibit atrophy of traits required
for efficient mating (4–7), and are hypersensitive
to pheromone-induced mortality (8). Sexually an-
tagonistic sperm-female interactions have also
been relaxed in self-fertile Caenorhabditis (9).
Self-fertileCaenorhabditishave smaller genomes

and transcriptomes than outcrossingCaenorhabditis
(10, 11), as also observed in the selfing plant
Arabidopsis thaliana (12). However, comparisons
of self-fertilizing to outcrossing Caenorhabditis
have involved species as divergent at the nucle-

otide level as humans are frommice (10, 13), so it
remains unclear how quickly genomic shrinkage
occurs. We hypothesized a direct link between
the degradation of sexual traits and genome con-
traction in selfing species. Here, we describe ge-
nomic resources and functional experiments that
confirm its existence.

Comparison of C. nigoni and
C. briggsae genomes

Of the ~50 known Caenorhabditis species, the
most closely related pair with different sexual
modes are the outcrossing C. nigoni and the
selfing C. briggsae (14–16). They remain partially
interfertile, yet they have numerous genetic and
reproductive incompatibilities (9, 15, 17–19).
To compare their genomes, we assembled the
C. nigoni genome from 20-kb Pacific Biosciences
(PacBio) and Illumina short-read libraries (table S1)
(20). The finalC.nigoni chromosome-scale genome
assembly totaled 129Mbwith a size-weightedme-
dian (N50) contig lengthof 3.3Mb; itwasestimated
as 99.6%complete (21). The genomewas 19% larger
than that of C. briggsae (108Mb) but was similar
in size to genomes of the more distantly related
outcrossing speciesC. remanei,C. sinica,C.brenneri,
and C. japonica, which range from 131 to 135 Mb
(Fig. 1A) (10). Therefore, larger genome sizes were
probably the ancestral condition, and genomic
shrinkage occurred in the C. briggsae lineage
after it diverged from C. nigoni. More than 90%
(118 Mb) of the assembly can be aligned to the
chromosomes of C. briggsae without large trans-
locations or inversions, despite megabase-sized
contigs (fig. S1). Thus, the two genomes are es-
sentially colinear but differ in many small species-
specific segments. C. nigoni’s six chromosomes
are 6.6 to 16.6% larger than their C. briggsae
homologs (table S2).
We used whole-genome alignment to iden-

tify species-specific genomic segments (20). In

C. nigoni, 47.7 Mb (36.9%) did not align with
C. briggsae, and C. briggsae had 27.7 Mb (25.6%
of 108.4 Mb) that did not align with C. nigoni.
This 20.0-Mb difference accounted for 95% of
the difference in genome sizes. Nonalignable ge-
nomic regions were concentrated on the distal
arms of all six holocentric chromosomes, where
small inversions and repetitive sequences were
abundant and gene densities were low (Fig. 1B).
These regions were mostly small (median ~500
base pairs; Fig. 2A), but larger (1 to 65 kb) in-
sertions or deletions accounted for 17Mb (81%)
of the genome size difference (Fig. 2B). In both
assemblies, nonalignable sequences were most
common in intergenic regions and introns (fig.
S2). C. nigoni harbored 5.4 Mb more species-
specific protein-coding sequences thanC. briggsae,
consistent with a net loss of genes in C. briggsae
(see below). For orthologous genes in both spe-
cies, exon lengths were highly correlated (Fig. 2C
and table S3). In contrast, ortholog intron con-
tent was weakly correlated and was significantly
larger in C. briggsae. Because both genomes had
similar repetitive DNA fractions (C. nigoni 27%
versus C. briggsae 25%), disproportionate loss
of repetitive sequences (seen in plants) did not
contribute to different genome sizes (table S1)
(10, 12, 22).

Impact of genome shrinkage on
C. briggsae gene content
We predicted 29,167 protein-coding genes for
C. nigoni (table S4), with 88.9% (25,929) being
expressed in adults [≥0.1 transcripts per million
(TPM)]. By equivalent methods, we predicted
22,313 genes in C. briggsae (20), 23.5% less than
C. nigoni. The published gene annotations for
C. briggsae (23) were even fewer (21,814 genes).
This 6854-gene difference could have several

causes, including gene family contraction and
loss of sequence classes in C. briggsae, as well as
C. nigoni–biased gain of novel sequences. We
compared genes of C. briggsae and C. nigoni to
genes of the outgroups C. remanei, C. brenneri,
and C. elegans (20). In C. nigoni, 24,341 genes
(83.5%) were orthologous to 21,124 C. briggsae
genes, reflecting larger multigene families in
C. nigoni versus C. briggsae (Fig. 3A and table
S4) (24). Another 2949 C. nigoni genes without
C. briggsae orthologs (10.1%) represent losses in
C. briggsae based on homologs in Caenorhabditis
outgroups (fig. S3). Finally, 1877 C. nigoni genes
(6.4%) lacked homologs entirely and were classed
as orphans. These genes could be exceptionally
divergent, recently arisen in C. nigoni, or arisen
shortly before the C. nigoni–C. briggsae split but
then lost in C. briggsae. Overall, gene loss in
C. briggsae appears to be the primary driver of
the gene number difference.
To characterize genes lost in C. briggsae, we

first compared Pfam protein domains encoded
by C. nigoni versus C. briggsae. We found 26 Pfam
domains that were overrepresented in C. nigoni
(fig. S4 and table S5); of these, seven were con-
sistently overrepresented in outcrossing C. nigoni,
C. remanei, and C. brenneri relative to the selfing
species C. briggsae and C. elegans. Three of these
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domains (F-box, FBA_2/F-box associated, and BTB)
are predicted to mediate protein-protein inter-
actions. Male-female Caenorhabditis had 272 to
1074 genes in these families, whereas hermaph-
roditic Caenorhabditis had only 101 to 258 genes
per family. Two other domains (Peptidase_A17
and DNA_pol_B_2) are associated with repet-
itive DNA. The final two overrepresented do-
mains were Asp_protease_2 (possibly associated
with retroelements) and DUF3557 (a nematode-
specific domain, currently of unknown function).
One overrepresented domain specific to C. nigoni
was zf.RING2_finger; the RING domain gene

spe-42 is important for sperm-egg interactions
in C. elegans (25).
Because C. nigoni–specific genesmight encode

fast-evolving proteins that lack known domains,
we compared other gene properties. We found
that although genes encoding medium to large
proteins (≥200 residues) are similar in frequency
in both species, C. nigoni encodes dispropor-
tionately more small proteins (<200 residues)
than C. briggsae (Fig. 3B and table S6). As seen
in other Caenorhabditis (11), genes with male-
biased expression outnumber female-biased genes
(Fig. 3C and table S7). However, even against this

background, C. nigoni genes without C. briggsae
homologs are disproportionatelymale-biased in
expression. Preferential loss of small and fast-
evolving proteins thus occurred in C. briggsae
after the adoption of selfing.

mss genes encode sperm glycoproteins
lost in hermaphrodites

We hypothesized that genes with highly male-
biased expression that are present in outcrossing
species, but lost in selfing species, might function
in sexual selection. Among such genes we iden-
tified the mss (male secreted short) family. We
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4, inversion frequencies; 5, percentage of sequence lacking homology in
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found one to fourmss genes in the outcrossing
speciesC. nigoni,C. sinica,C. remanei,C. brenneri,
C. sp. 34, C. japonica, and C. afra, but found
none in the selfing C. elegans, C. briggsae, and
C. tropicalis. Themss family encodes small pro-
teins (median 111 residues)withN-terminal signal
sequences, rapidly evolving central domains with
several predicted O-glycosylation sites, and C-
terminal glycosylphosphatidylinositol (GPI) anchor
membrane attachment signals (Fig. 3D). Enzyme
treatments confirmed that MSS proteins were
heavily glycosylated (fig. S5).
Although we failed to detect mss genes in

selfing species, we did discover a larger family
ofmss-related protein (msrp) genes, within which
mss forms a monophyletic clade (fig. S6) (20).
Notably,msrp genes are found both in outcross-
ing Caenorhabditis and in the hermaphroditic
C. elegans, C. briggsae, and C. tropicalis (fig. S6).
Like MSS proteins, MSRP proteins are small and
are predicted to be secreted, O-glycosylated, and
(often) GPI-anchored. Bothmss andmsrp genes
show male-biased expression in C. nigoni and
other species (table S8). In cases where their
chromosomal loci can be identified, mss and

msrp genes are autosomal; this linkage fits a
general pattern in heterogametic male species
of male-biased genes being autosomal rather
than X-chromosomal [(26) and references therein].
Becauseweobservedmssgenes in twoC. elegans

outgroups (C. japonica and C. afra; fig. S6 and
table S8), their absence from hermaphrodites
most likely reflects independent gene losses rath-
er than phylogenetic restriction to close relatives
of C. nigoni. Examination of the C. briggsae ge-
nomic region syntenic to the C. nigonimss locus
revealed fragments of mss-1 and mss-2 coding
sequences and a nearly complete mss-3 pseudo-
gene (Fig. 3E) (20). Mutations that ablate Cbr-
mss-3-ps function in the AF16 reference strain
also occur in 11 wild isolates that span the known
diversity of C. briggsae (fig. S7) (20, 27). Orthologs
of all three C. nigoni mss genes were therefore
present in the common ancestor of C. nigoni and
C. briggsae but were lost in C. briggsae before its
global diversification.
In the outcrossing species C. remanei, mss

transcripts were expressed only in adult males
(Fig. 4A), with strongest expression in sperma-
tocytes during mid-pachytene of meiosis I (Fig.

4B). To determine subcellular localization of MSS
peptides, we used CRISPR/Cas9 editing to tag
the Cre-mss-1 gene of C. remanei with the he-
magglutinin (HA) epitope. Crem-MSS-1::HA ex-
pression was first detected in large vesicles and
on the plasma membrane of spermatocytes, with
intensity increasing and localization restricted to
secretory vesicles in mature spermatids (Fig. 4, C
to E). The secretory vesicles of nematode sperm,
known as membranous organelles (MOs), fuse
with the plasma membrane upon ejaculation and
sperm activation (28).
MSS peptides might be processed by a signal

peptidase to release a soluble fragment into the
MO lumen, which could then be dumped into
seminal fluid upon sperm activation. However,
their transient plasma membrane localization
in spermatocytes and predicted C-terminal GPI
attachment signals (Fig. 3D and table S8) sug-
gested that MSS peptides might instead be at-
tached tomembranes. Consistent with this latter
hypothesis, Crem-MSS::HA remained associated
with activated spermdissected from inseminated
females (Fig. 4F). We observed staining of the
plasma membrane and of MO-derived punctae
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(Fig. 4G), which may be fused vesicles that remain
as cup-like invaginations (29). Persistence of MSS
on the surface of sperm after activation sug-
gested that MSS acts cell-autonomously, rather
than through the seminal fluid.

mss genes mediate sperm competition
and affect sex ratios

Because the four C. remanei mss paralogs form a
7-kb tandem array (fig. S8A), we deleted the
entiremss cluster via CRISPR/Cas9 editing. To
avoid inbreedingdepressionassociatedwithhomo-
zygosity of entire chromosomes (30) (fig. S8B),

we generated themss deletion in two different
C. remanei strains and crossed them to create
hybrid mss-null mutants. The resulting males
showed no intrinsic fertility defects, as judged
by overall brood size (fig. S8C). However, when
competing against heterozygousmss(null/+)males,
mssmutants sired fewer progeny thannonmutants
in both offense (mutantmale second) and defense
(mutant male first) scenarios (Fig. 5, A and B).
Themss family is therefore required formale sperm
competitiveness in multiple mating situations, but
not for fertility itself. Sperm lacking MSS com-
pete poorly even when the female reproductive

tract is conditioned by wild-type sperm. Thus,
MSS proteins probably do not function as a se-
creted signal, but instead act cell-autonomously.
We then introduced mss-1 and mss-2 genes

from C. nigoni into C. briggsae via a low-copy,
germline-expressed MSS transgene; this trans-
gene was strongly expressed in C. briggsaemales,
while also being detectable in hermaphrodites
(fig. S9). Remarkably, sperm from transgenic
mss(+) C. briggsae males outcompeted those
of wild-type males (Fig. 5, C and D). After mss(+)
sperm were exhausted, however, wild-type mss
(null) sperm were still fertilization-competent
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fig. S7 and (20) for details.
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(Fig. 5, C and D). In addition,mss(+) males were
more consistently able to suppress use of a her-
maphrodite mate’s self-sperm (Fig. 5E).
Because 50%ofoutcrossprogenyaremalewhere-

as selfed progeny are almost exclusively hermaph-
rodites,we examined the effect of transgenicmss on
long-term sex ratios inC. briggsae populations. We
started both wild-type and mss(+) C. briggsae
populations with a 1:1 male-to-hermaphrodite
sex ratio and examined themover time.Wild-type
C. briggsae showed a rapid decline of males, as
previously seen in C. elegans (7, 31). However,male
frequency remained elevated in the mss(+) strain
(Fig. 5F), only declining after 12 generations. The
expression of MSS proteins was thus sufficient to
shift population sex ratios toward parity.

Discussion

Comparison of the C. nigoni and C. briggsae
genomes revealed that C. briggsae experienced
rapid contraction of chromosomes and loss of
protein-coding genes. However, loss of ances-
tral genomic content in C. briggsae does not

fully explain their genomic divergence; the on-
going birth of novel sequences in both species,
along with loss of ancestral DNA in C. nigoni, is
also important. Net shrinkage of the C. briggsae
genome therefore resulted from a substantial in-
crease in the ratio of losses to gains. These losses
included many coding sequences, reducing the
C. briggsae gene count by nearly one-quarter.
Multiple observations implicate the evolution

of selfing as the cause of genome shrinkage in
C. briggsae. Reduced genome and transcriptome
sizes are observed in all three selfingCaenorhabditis
species (10, 11). Continued interfertility ofC. briggsae
and C. nigoni (15) indicates that self-fertility and
genome shrinkage evolved in quick succession.
Genes with male-biased expression, such as the
mss family, are disproportionately and consistent-
ly lost from selfing species (11). This suggests that
genes with male reproductive functions that are
either dispensable or maladaptive in the new sex-
ual mode are purged from the genome. Finally,
the net genome shrinkage we observed has been
predicted to arise from a partially selfing mating

system coupled with transmission distortion of
autosomal deletion alleles (32, 33). Suchdistortion
is driven by imbalanced chromatin during meio-
sis I of XO males, and causes preferential inheri-
tance of shorter alleles by hermaphrodite progeny
and their increased fixation in the population.
Larger autosomal deletions, influenced most

by the deletion segregation distortion mechanism,
are primarily responsible for the smaller genome
of C. briggsae (Fig. 2). However, such deletions
and net shrinkage were also found on the X chro-
mosome (table S2), which should be unaffected.
Moreover, orthologous genes have larger introns
in C. briggsae than in C. nigoni (Fig. 2), and in-
trons constitute a greater fraction of theC. briggsae
genome (fig. S2). X-chromosomal C. briggsae in-
trons are also larger than those of the outgroup
C. remanei (10) (fig. S2C), which suggests that
introns of many genes expanded in C. briggsae.
Thus, additional processes must also contribute to
shrinkage of the C. briggsae genome. Spontaneous
short (1- to 5-nucleotide) mutations in C. elegans
are biased toward insertions rather than deletions
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Fig. 4. C. remanei MSS is a
male-specific protein localized
to the surface of activated sperm.
(A) Quantitative reverse transcription
polymerase chain reaction (for
Cre-mss-2) of mixed-sex populations
(top) versus larval and adult
sex-specific populations (bottom),
showing that mss expression is
specific to adult males. Data
are means ± SEM. Female data
are two to three orders of
magnitude below male data.
(B) Cre-mss-1 transcripts are
detected in pachytene-stage
primary spermatocytes.
(C) Dissected testis expressing
HA-tagged Cre-MSS-1, viewed
with differential interference
contrast (DIC, left) or anti-HA
confocal fluorescence (right)
microscopy. Cre-HA-MSS-1
is first detectable in spermatocytes
(sc) and becomes enriched
in spermatids (st). (D) Some
Cre-HA-MSS-1 is localized to the
plasma membrane of spermatocytes,
as indicated by the arrow. Blue
fluorescence: Hoechst-stained DNA.
(E) Enlarged view of the boxed
region in (C), showing complete
restriction to membranous organelles
(MOs). (F) Cre-HA-MSS-1 remains
attached to sperm after activation
and transfer to the female.
(G) Cre-HA-MSS-1 sperm cells
dissected from a female and
stained with anti-HA immunohisto-
chemistry, imaged with DIC (top) and
confocal (bottom) microscopy.
Cre-HA-MSS-1 is visible in the plasma
membrane and fused MO remnants.
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(34), although biases in formation of larger indels
remain uncharacterized. Regardless, the relative
rates of insertion and deletion mutations likely
evolved too slowly to explainC. briggsae’s reduced
genome size, given its recent divergence from
C. nigoni (27). Gene loss can sometimes be adapt-
ive (35, 36) and has been proposed as a factor pro-
moting genome shrinkage in selfingCaenorhabditis
(10). Our results for the C. nigoni–C. briggsae pair
support this hypothesis.
Genes encoding small proteinswithmale-biased

expression are disproportionately lost inC. briggsae;
here, mss provides an instance affecting repro-
duction. Unlike comp-1, which encodes a kinase
required for male versus hermaphrodite sperm
competition in C. elegans (37) and which is con-
served regardless of mating system, we foundmss
orthologs only in outcrossing species. In inter-
species matings, sperm from males of outcross-
ing species rapidly invade the ovaries and body
cavities of selfing hermaphrodites, sterilizing or
killing them (9). This cryptic toxicity of out-
crossing sperm is likely due to ongoing sexual

selection in outcrossing species. Given their pro-
nounced role in sperm competition, MSS pro-
teins may contribute to sperm invasiveness.
How MSS improves sperm competitiveness

remains unclear, but mature MSS proteins are
substantially glycosylated (fig. S5). Such post-
translationalmodificationmay impose little con-
straint onMSS proteins, explaining how they can
have weak sequence conservation yet strong func-
tional conservation. Another poorly conserved
O-glycosylated protein, themucin PLG-1, forms
a copulatory plug found in all male-female
Caenorhabditis species but lost in many wild
isolates of C. elegans (4). Glycoproteins form the
glycocalyx coat of mammalian sperm and play
important roles in fertility (38). Caenorhabditis
provides a useful model for how the glycocalyx
and female tissues interact and how these inter-
actions affect sperm competition.
Independent loss of mss in the three known

hermaphroditic Caenorhabditis species could
reflect relaxed sexual selection coupled with mu-
tation and drift, or it could reflect adaptive con-

vergence. Other changes in selfing species—such
as loss of plg-1 and of plep-1, which mediates re-
liable male discrimination between the vulva and
excretory pore (4, 6)—are likely due to relaxed
selection. However, restoring mss to C. briggsae
enhances male fitness (Fig. 5, C and D), and
mutations inactivating the Cbr-mss-3-ps pseudo-
gene are not deletions that would be subject to
loss via transmission ratio distortion (fig. S7).
These findings suggest that loss ofmssmay instead
reflect adaptive convergence, permitting proto-
hermaphrodites to adapt to a selfing lifestyle and
resolve emergent sexual conflicts related tomating
(39–41). Selfing Caenorhabditis species lack in-
breeding depression (42) and reproduce in spa-
tially isolated habitats colonized by small numbers
of founders (3). Reduced male mating success
creates hermaphrodite-biased sex ratios (Fig. 5F),
which may be adaptive under these conditions
(41, 43–45). Thus, evolutionary transitions in re-
productive mode may produce conditions for se-
lection to rapidly eliminate formerly constrained
reproductive genes.
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Fig. 5. mss genes are necessary for
sperm competitiveness in an outcrossing
species, and sufficient to enhance it
in a selfing species. (A) When mated after a
wild-type male (“offense”), C. remanei mss
(nmDf1/+) males sire more than twice the
progeny of nmDf1/nmDf2 mss-null mutants
(N = 16 for both). (B) When allowed to
mate first (“defense”), heterozygous
C. remanei mss(nmDf1/+) males have a
slight advantage over wild-type males;
mss-null mutants, in contrast, do not
(N = 15 for both). Heterozygote success
is assumed to be double the observed
nmDf1 frequency in their progeny.
For both defense and offense, P < 0.01
(two-sample Kolmogorov-Smirnov test).
(C and D) Wild-type young C. briggsae
hermaphrodites were mated sequentially
(4 hours each) with conspecific males
carrying either a C. nigoni mss(+) transgene
or a control mCherry::histone reporter
(RW0025). Progeny laid 0 to 18 hours and
18 to 42 hours after the second mating
were scored for green (MSS+), red (RW0025),
or no (self) fluorescent markers. In both
offense (C) and defense (D), MSS+ males
sire several times as many progeny as control
males in the first laying window. *P < 0.001.
(E) MSS+ C. briggsae males suppress
selfing more effectively than do control
AF16 (wild-type) males. Strain JU936
is a second control strain bearing two
transcriptional GFP reporters in the AF16
background. *P < 0.001 (Kolmogorov-Smirnov
test); ns, not significant. (F) Male frequency
in MSS+ and wild-type AF16 C. briggsae
populations in which male frequency
was artificially elevated to 50% at the
start of the experiment. In all panels
except (E), error bars denote SD.
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Hydraulically amplified self-healing
electrostatic actuators with
muscle-like performance
E. Acome,1 S. K. Mitchell,1 T. G. Morrissey,1 M. B. Emmett,1 C. Benjamin,1 M. King,1

M. Radakovitz,1 C. Keplinger1,2*

Existing soft actuators have persistent challenges that restrain the potential of soft
robotics, highlighting a need for soft transducers that are powerful, high-speed, efficient,
and robust. We describe a class of soft actuators, termed hydraulically amplified
self-healing electrostatic (HASEL) actuators, which harness a mechanism that couples
electrostatic and hydraulic forces to achieve a variety of actuation modes. We introduce
prototypical designs of HASEL actuators and demonstrate their robust, muscle-like
performance as well as their ability to repeatedly self-heal after dielectric breakdown—
all using widely available materials and common fabrication techniques. A soft gripper
handling delicate objects and a self-sensing artificial muscle powering a robotic arm
illustrate the wide potential of HASEL actuators for next-generation soft robotic devices.

H
uman-made machines rely on rigid com-
ponents and excel at repetitive tasks in a
structured environment, whereas nature
predominantly uses soft materials for creat-
ing versatile systems that conform to their

environment. This discrepancy in mechanics has
inspired the field of soft robotics (1–4), which
promises to transform the way we interact with
machines and to enable new technologies for
biomedical devices, industrial automation, and
other applications (2, 5, 6). For soft robotics to
proliferate, there is a need for an artificial muscle
technology that replicates the versatility, perform-
ance, and reliability of biological muscle (2).
Currently, soft robots predominantly rely on

fluidic actuators (7), which can be designed to
suit a variety of applications (8–10). However,
fluidic actuators require a supply of pressurized
gas or liquid, and fluid transport must occur
through systems of channels and tubes, limiting
speed and efficiency. Thermally activated artifi-
cial muscle actuators made from inexpensive poly-
mer fibers can provide large actuation forces and
work density, but these are difficult to control
and have low efficiency (1.32%) (11). Electrically
powered muscle-mimetic actuators, such as di-
electric elastomer (DE) actuators, offer high
actuation strain (>100%) and potentially high
efficiency (80%) and are self-sensing (12–14). How-
ever, DE actuators are driven by high electric
fields,making themprone to failure fromdielectric
breakdown and electrical aging (15). Fault-tolerant
DE actuators have been demonstrated that rely

on localized destruction of the electrodes or
dielectric to isolate the location of breakdown
(16, 17). Dielectric materials made of silicone
sponges swollen with silicone oil (18) continued
operating after dielectric failure but demonstra-
ted actuation strains only below 5%. More im-
portant, DE actuators are difficult to scale up to
deliver high forces, as large areas of dielectric are
required [e.g., in stacked actuators (13)], which
are much more likely to experience premature
electrical failure, following the Weibull distribu-
tion for dielectric breakdown (19).
Here, we develop a class of high-performance,

versatile, muscle-mimetic soft transducers, termed
HASEL (hydraulically amplified self-healingelectro-
static) actuators. HASEL actuators harness an
electrohydraulic mechanism to activate all–soft-
matter hydraulic architectures, combining the
versatility of soft fluidic actuators with the muscle-
like performance and self-sensing abilities of DE
actuators. In contrast to soft fluidic actuators,
where inefficiencies and losses arise from fluid
transport through systems of channels, HASEL
actuators generate hydraulic pressure locally via
electrostatic forces acting on liquid dielectrics
distributed throughout a soft structure. The use
of liquid dielectrics in HASEL actuators enables
self-healing with immediate recovery of func-
tionality after numerous dielectric breakdown
events.
To discuss fundamental physical principles, we

describe one design for HASEL actuators, where
an elastomeric shell is partially covered by a pair
of opposing electrodes and filled with a liquid
dielectric (Fig. 1A). Applying voltage induces an
electric field through the liquid and elastomeric
dielectric. The resulting electrostaticMaxwell stress
(20) pressurizes and displaces the liquid dielectric

from between the electrodes to the surrounding
volume. As voltage increases from V1 to V2, there
is a small increase in actuation strain s. When
voltage surpasses a threshold V2, the increase in
electrostatic force starts to exceed the increase in
mechanical restoring force, causing the electrodes
to abruptly pull together (Fig. 1B)—a characteristic
feature of a so-called pull-in or snap-through
transition. Pull-in transitions and other nonlinear
behaviors are features of soft active systems that
offer opportunities to improve actuation response
or functionality (21) and have been used to am-
plify response of fluidic (22) andDE actuators (23).
After thepull-in transition (Fig. 1A), actuation strain
further increases with voltage (Fig. 1B). For this de-
sign, hydraulic pressure causes the soft structure
to deform into a toroidal or donut shape (Fig. 1C).
Hydraulic pressure within the elastomeric shell

is coupled to Maxwell pressure, pº eE2, where
e is the dielectric permittivity of the material sys-
tem and E is the applied electric field (20). Be-
cause Maxwell pressure is independent of the
electrode area, actuation force and strain can be
scaled by adjusting the ratio of electrode area to
total area of the elastomeric shell.We fabricated
two donut HASEL actuators (fig. S1) (24) that
were identical except for their respective elec-
trode diameters. The donut HASEL actuators
were made from polydimethylsiloxane (PDMS;
Sylgard 184, DowCorning) as the elastomeric shell,
a vegetable-based transformer oil (Envirotemp
FR3, Cargill) as the liquid dielectric, and ionically
conductive polyacrylamide (PAM) hydrogels as
the electrodes. The actuator with larger electrodes
displaced more liquid dielectric, generating a
larger strain but a smaller force, because the
resulting hydraulic pressure acts over a smaller
area (Fig. 1D and fig. S2). Conversely, the actu-
ator with smaller electrodes displaced less liquid
dielectric, generating less strain but more force,
because the resulting hydraulic pressure acts
across a larger area (Fig. 1E). We tested the cycle
life of a donutHASEL actuator used in Fig. 1E for
more than 1 million cycles while lifting 150 g
(actuation stress ~0.75 kPa) at 15% strain and
noticed no perceivable loss of performance (fig. S3).
We performed a full-cycle analysis of actuator
efficiency using force displacement and voltage
charge work-conjugate planes (fig. S4) (24). Con-
version efficiency was 21%, which is comparable
to typical experimental values for DE actuators;
whereas DE actuators have potentially high effi-
ciencies (80%) (12), experimentally measured effi-
ciency ranges from 10 to 30% (25–27).
The use of liquid dielectrics enables HASEL

actuators to self-heal from dielectric breakdown.
In contrast to solid dielectrics, which are perma-
nently damaged from breakdown, liquid dielec-
trics immediately return to an insulating state
(fig. S5 andmovie S1). This characteristic allowed
donut HASEL actuators to self-heal from 50 di-
electric breakdown events (Fig. 1F andmovie S2).
Although breakdown through the liquid produced
gas bubbles, which have low breakdown strength,
the bubbles had a limited impact on self-healing
performance because they were forced away from
the region of highest electric field between the
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electrodes (movie S2). Dielectric breakdown is
a statistical process (19), and voltage varied over
50 cycles,with several breakdownvoltages exceed-
ing the initial breakdown voltage (including the
last one shown; Fig. 1F).
The ability ofHASEL actuators to self-heal from

electrical damage provides the means to scale up
devices to produce a large actuation stroke by
stacking multiple actuators (Fig. 2A). A stack of
five donut HASEL actuators achieved 37% linear
strain, which is comparable to linear strain achieved
by biological muscle (26) and corresponds to an
actuation stroke of 7 mm (Fig. 2B). Hydraulic
pressure is generated locally in HASEL actua-
tors, and liquid dielectrics are displaced over short
distances, allowing for high-speed actuation. The
stacked actuators readily showed large actuation
response up to a frequency of 20 Hz (movie S3).
Wemodified two stacks of donut HASEL actu-

ators to operate as a soft gripper, a common appli-
cation for soft robotics (8, 28). Actuators within
the stacks were constrained on one side to pro-
duce a tilting motion (Fig. 2, C to G, and fig. S6).
When a DC voltage was applied to the stacked
HASEL actuators, the device grasped delicate ob-
jects such as a raspberry (Fig. 2, C to E, andmovie
S4) and a raw egg (Fig. 2, F and G, and movie S4).
The geometry of HASEL actuators, like that of

soft fluidic actuators, can be adapted to react
with a variety of different actuation modes. For
planar HASEL actuators, the electric field is ap-
plied over almost the entire region of the actuator
containing liquid dielectric. Planar HASEL actua-
tors react to application of voltage with in-plane
expansion, resembling a commonly used mode
of operation for DE actuators, where an elasto-
meric dielectric contracts in thickness and expands
in area under an applied electric field. To compare
the actuation response of HASEL and DE actu-
ators, we measured area strain as a function of
voltage for two circular actuators with the same
total dielectric thickness, t (Fig. 3A). Both were
fabricated fromEcoflex 00-30 (Smooth-on); how-
ever, one-third of the thickness of the HASEL
actuator was liquid dielectric, tliq (24). At 11 kV, the
area strain of the HASEL actuator exceeded the
area strain of the DE actuator by a factor of ~4
(Fig. 3A and fig. S7). The higher actuation strain is
attributed to the layer of liquid dielectric, which
effectively reduces themodulus of theHASEL actu-
ator while maintaining the high dielectric strength
of the layered dielectric structure.
Linear actuation can be achieved with planar

HASEL actuators by implementing a fixed pre-
stretch in one planar direction and applying a
load in the perpendicular planar direction (29).
This lateral prestretch causes a preferential ex-
pansion in the direction of the load when voltage
is applied (Fig. 3B). We fabricated single- and
two-unit planar HASEL actuators, where a unit
is defined as a discrete region of liquid dielectric
(figs. S8 and S9) (24). Linear actuators were
oriented vertically with the load applied in the
direction of gravity, but they can be operated in
any orientation as long as the liquid dielectric
regions are sufficiently small to limit uneven
distribution of liquid dielectric (fig. S10). A single-
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Fig. 1. Basic components and fundamental physical principles of HASEL actuators. (A) Schematic
of a HASEL actuator shown at three different applied voltages, where V1 < V2 < V3. (B) Typical
actuation response of a HASEL actuator with geometry shown in (A). (C) The actuator deforms
into a donut shape with application of voltage. This voltage-controlled deformation can be used to apply
force F onto an external load. (D and E) Strain and force of actuation can be tuned by modifying the
area of the electrode. The minimum electric field to trigger the pull-in transition was ~2.7 kV/mm; the
maximum field applied was ~33 kV/mm. (F) The use of a liquid dielectric confers self-healing capabilities
to HASEL actuators.
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unit planar HASEL actuator (Fig. 3C) was acti-
vated by increasing DC voltage in discrete steps
and achieved a maximum of 79% linear actuation
strain under a load of 250 g (actuation stress
~32 kPa), exceeding typical values of strain ob-
served for biological muscle (26). Soft active de-
vices such as HASEL actuators are elastic systems
that can be used near resonances to improve per-
formance and efficiency (30)—a characteristic
that could find use in legged robots that move
over long distances. We found that for planar
HASEL actuators, linear actuation is amplified
near a resonant frequency; a single-unit actuator
achieved 107% linear strain under a load of 250 g
(actuation stress ~32 kPa) and a two-unit actu-
ator achieved 124% linear strain under a load of
700 g (actuation stress ~114 kPa) (fig. S11 and
movie S5). Peak specific power during contrac-
tion of the two-unit actuator was 614 W/kg; spe-
cific work during contractionwas 70 J/kg (fig. S12)
(24). Themeasured peak specific power is double
that of natural muscle and comparable to values
for silicone DE actuators (26). Thermally activated
coiled polymer fiber actuators (49.9 kW/kg) (11)
and shape-memory alloys (50 kW/kg) (11, 26) have
higher peak specific power; however, their effi-
ciency is low (<2%) (11, 26) and thermomechanical
actuators are more difficult to control than elec-
tromechanical actuators. Cycle life at high me-
chanical output power was demonstrated with
a single-unit HASEL actuator, which provided
358W/kg average (586W/kg peak) specific power
during contraction until mechanical rupture oc-
curred at 158,061 cycles (fig. S12D). A single unit
actuator was able to operate under a large applied
load of 1.5 kg [corresponding to a stress of 0.3MPa,
near the maximum value for mammalian skeletal
muscle (26)] and still achieved 16% strain (fig. S13).
Planar HASEL actuators were also able to self-

heal from dielectric breakdown for at least 50
cycles, although, relative to donut HASEL actu-
ators, gas bubbles were more easily trapped be-
tween the electrodes (fig. S14). Nonetheless, the
ability of planar HASEL actuators to tolerate high
electric fields applied over large areas enabled us
to scale up actuation force by combining six pla-
nar HASEL actuators in parallel to lift a gallon of
water (~4 kg, which corresponds to ~120 kPa) at
69% linear actuation strain (Fig. 3D andmovie S6).
The combination of high actuation strain and
the ability to scale up for large actuation force is
critical for developing high-performance soft ro-
botic actuators for human scale devices.
Soft robotic actuators require feedback to sense

and regulate position. The electrodes of a HASEL
actuator form a hyperelastic capacitor with capac-
itance C, which is directly linked to geometry and
actuation strain via Cº A/d,where A is electrode
area and d is the distance between electrodes.
Consequently, HASEL actuators are able to self-
sense deformation attributable to external forces
or applied voltage. Because HASEL actuators are
equivalent resistor-capacitor circuits, capacitance
can be measured transiently by applying a low-
amplitude AC voltage (14), then analyzing the
phase and amplitude of voltage and current signals
(fig. S15) (24). The low-amplitude AC signal can

be superimposed onto a high-amplitude actu-
ation voltage signal, so only one set of electrical
connections is required for both actuation and
sensing. To demonstrate self-sensing actuation,
we powered a robotic armwith two planarHASEL
actuators combined in parallel and simulta-
neously measured capacitance (Fig. 4, fig. S16,
and movies S7 and S8). Here, we only measured
capacitance and did not attempt to control posi-
tion of the robotic arm; however, capacitive self-
sensing has been used for closed-loop control of
DE actuators (31).
HASEL actuators rely on all–soft-matter hy-

draulic architectures and local generation of hy-
draulic pressure via electrostatic forces acting on
self-healing liquid dielectrics—a recipe that com-
bines the strengths of soft fluidic and electrostatic
actuators while addressing important problems
of each. The use of hydraulic principles in HASEL
actuators results in the capability to scale actua-

tion force and strain—a feature also used in other
device classes such as microhydraulic systems,
which are constructed from thin films and rigid
substrates (32), and in hydrostatically coupled DE
actuators (33), where electric fields are applied
across elastomeric layers, which do not self-heal
after dielectric breakdown. We have demonstra-
ted versatile, robust, muscle-like performance of
HASEL actuators made from one set of inex-
pensive, widely available materials and using
only basic fabrication techniques. However, the
thick elastomer shells (>1 mm) used in this work
required high voltages to reach electric fields large
enough for actuation. This need for high voltage
is an existing limitation that may be addressed
by using dielectric layers with higher permittivity
and by using advanced fabrication techniques
to produce high-resolution dielectric structures
with feature sizes on the order of 10 mm. With a
plethora of geometries, materials, and advanced
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Fig. 2. Stacks of donut HASEL actuators operating as linear actuators and soft grippers.
(A) Schematic depicting a stack of five donut HASEL actuators oriented such that adjacent electrodes
are at the same electrical potential (cross-section view). (B) Demonstration of linear actuation with
stacked-donut HASEL actuators. (C to G) A soft gripper fabricated from two modified stacks of donut
HASEL actuators handled fragile objects such as a raspberry [(C) to (E)] and a raw egg [(F) and (G)].
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Fig. 3. Design and performance of planar HASEL
actuators. (A) For a given voltage, a circular planar HASEL
actuator achieves larger area strain in comparison to
a circular DE actuator. (B) Schematic of a planar HASEL
actuator that functions as a linear actuator. The actuator is
prestretched laterally and a load is applied in the direction
perpendicular to the prestretch. (C) Demonstration of
linear actuation with a single-unit planar HASEL actuator.
(D) HASEL actuators can be readily scaled up to exert
large forces.

Fig. 4. A self-sensing planar HASEL actuator powering
a robotic arm. HASEL actuators simultaneously serve
as strain sensors; measured capacitance is low when the
arm is fully flexed (left; screenshot of movie S7 at
52.1 s) and capacitance is high when the arm is extended
(right; at 52.6 s). The bottom plot shows details of the
applied voltage signal (red) and measured relative capacitance
(green, dashed), C/Co, where C is measured capacitance
and Co is the minimum value for capacitance. Voltage and
capacitance are ~90° out of phase, which is typical for a
driven damped oscillator.
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fabrication strategies still unexplored, HASEL
actuators offer a new platform for research and
development of muscle-mimetic actuators with
wide-ranging applications.
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The gas giant planet Saturn is composed primarily of hydro-
gen and helium. The upper tenuous parts of its atmosphere 
are partially ionized (producing ions and electrons) foremost 
by the solar extreme ultraviolet (EUV) radiation, but also by 
energetic particle impacts originating from the planet’s mag-
netosphere and cosmic rays. The result is an electrically 
charged layer, the ionosphere, situated approximately be-
tween 300 km to 5000 km altitude (1). By convention, the ref-
erence altitude of 0 km is at a pressure of 1 bar and is set to 
a distance of 60268 km from the center of Saturn. So far three 
methods of remote sensing observations have been used to 
infer the properties of Saturn’s ionosphere: radio occultation 
(2–5), radio emission from Saturn’s electrostatic discharges 
(6, 7) and mm-band observations of protonated molecular hy-
drogen (H3

+) (8). These measurement methods do not reveal 
small-scale variations (with scale sizes below 1000 km), only 
providing average constraints on the processes occurring in 
Saturn’s ionosphere. In addition, the first two of those meth-
ods only derive the electron density which, in the presence of 
abundant organic or water cluster ions (positive and nega-
tively charged), does not give a representative picture of the 
true ionospheric densities (9, 10). Nevertheless, the radio oc-
cultation data set reveals a clear decrease in the plasma num-
ber densities toward lower latitudes and somewhat larger 
densities toward local dusk (2–5). 

We present in situ measurements of Saturn’s topside ion-
osphere from the Cassini spacecraft. The spacecraft first en-
countered the ionosphere around 09:00 UT on 2017 April 26 
(Fig. 1), and continued to do so every ≈6.5 days during the 
subsequent orbits. Data from the first 11 orbits are considered 
in this paper. The closest approach during the first encounter 

occurred at an altitude of 2800 km, and varied from 2600 – 
4000 km during the subsequent 10 crossings. Two types of 
data were collected using the Radio and Plasma Wave Science 
(RPWS) instrument package: Langmuir probe measurements 
and observations of whistler mode emissions, from which the 
electron plasma frequency (fpe) is determined (11). Above 1500 
km altitude, the hydrogen ions (H+ and H3

+) are expected to 
be the dominant ionospheric species, while methane and 
other heavier species become important for the ionospheric 
chemistry below this altitude (12). All the crossings we pre-
sent occurred between 11-14 hours Saturn local time (LT, see 
also table S1). 

Figure 2 displays the altitude profiles of the electron and 
ion number densities (Panel A) and the electron temperature 
(Panel B) derived from the RPWS measurements during the 
first Cassini ring/ionosphere crossing on 2017 April 26. By 
comparison with Fig. 1, it can be seen that the altitude pro-
files in Fig. 2 really are convolutions of latitude and altitude. 
During this initial flyby of the ionosphere the scale height 
varied between 1000 – 1500 km. The combination of a dense 
plasma (reaching 1000 cm−3 near closest approach) with a de-
creasing electron temperature (to below 0.1 eV or 1160 K) on 
approaching the planet indicate that the cold and dense ion-
osphere of Saturn is detected. Theoretical ionosphere model-
ing results indicate that electron temperatures near noon at 
3000 km altitude could reach 500 K (12). However, the meas-
ured electron temperature data presented here is variable 
with altitudes up to 7000 km contrary to the theoretical pre-
dictions. 

From the inbound ion density measurements in Fig. 2A, it 
is concluded that Saturn’s ionosphere is dominated by H+ 

In situ measurements of Saturn’s ionosphere show that it is 
dynamic and interacts with the rings 
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The ionized upper layer of Saturn’s atmosphere, its ionosphere, provides a closure of currents mediated 
by the magnetic field to other electrically charged regions (e.g., rings) and hosts ion – molecule 
chemistry. In 2017, the Cassini spacecraft passed inside the planet’s rings, allowing in situ measurements 
of the ionosphere. The Radio and Plasma Wave Science (RPWS) instrument detected a cold, dense and 
dynamic ionosphere at Saturn that interacts with the rings. Plasma densities reached up to 1000 cm−3 and 
electron temperatures were below 1160 K near closest approach. The density varied between orbits by up 
to 2 orders of magnitude. Saturn’s A- and B-rings cast a shadow on the planet that reduced ionization in 
the upper atmosphere, causing a North-South asymmetry. 
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ions during this flyby. This is a conclusion that holds in most 
of the data from all the 11 flybys. One exception is the flyby 
on 2017 June 4 (orbit 277, Fig. 3), where RPWS detected the 
signature of a heavier dominant ion species (>18 amu) near 
the equator, which is also related to differences in ion and 
electron densities indicative of negatively charged nm-sized 
grains or cluster ions being present. Orbit 277 is also one of 
the crossings closest to the D-ring (13), and the most distant 
of the orbit crossings with closest approach near 4000 km 
altitude. We interpret this observation, indicative of nm-sized 
grains and/or heavy ions near the equator, as a detection of 
ionized material from the nearby D-ring. 

The rings cast shadows on Saturn. Based on data from the 
first 11 flybys, the A- and most of the B-ring must be opaque 
to solar EUV as very little plasma is detected in the regions 
within the geometric shadows cast by these rings (Fig. 2A and 
figs. S2 and S3). The drop-out of ionization corresponding to 
the shadow from the middle of the B-ring near 1.7 RS (Fig. 1) 
is at a location where there are SOI (Saturn Orbit Injection) 
observations of a B-ring source of whistler mode emissions 
indicative of field-aligned currents (14) and a related plasma 
cavity (15). A plasma sink near the rings would lead to en-
hanced diffusion at magnetically connected higher latitudes 
(>35°), suppressing the plasma density at that point in the 
ionosphere. The Cassini division is somewhat less opaque to 
EUV, while no effects can be detected for the cases of the D- 
and C-rings (which thus must be EUV transparent). The en-
hanced ionization degree of the ionosphere illuminated by 
light passing through the Cassini division, compared to the 
opaque A- and B-rings (Fig. 2A), is clearly detectable in all 11 
flybys (figs. S2 and S3). The low levels of ionospheric plasma 
observed by Cassini/RPWS in the shadowed regions (for lati-
tudes between –20 and –40 degrees), indicate that no major 
transport occurs of plasma from nearby regions. The lack of 
measured emitted photoelectrons as detected by the Lang-
muir probe in this region confirms the low level of photoion-
ization (figs. S2 and S3). Theoretical predictions of reduced 
ionization due to the ring shadows may explain why radio 
emissions from Saturn’s electrostatic discharges leak out 
from lower atmospheric layers past the ionosphere peak (16). 

The observations put constraints on possible transport of 
charged water products from the rings along conjugate mag-
netic field lines (also called ring rain), as indicated from re-
mote infrared H3

+ emissions (8, 17). A steady influx of water 
ions would react quickly with atmospheric hydrogen, recom-
bining to neutral species, thereby removing the ionized com-
ponent much faster than if only H+ recombines with electrons 
(18). An inflow of large quantities of heavy ions from the C-
ring along connected magnetic flux tubes is not confirmed by 
the RPWS observations in the shadowed ionosphere region 
(Fig. 4). The question of ring rain at higher latitudes (>35°), 
on the other hand, is not constrained by the present data. 

Figure 4 shows the large variability and fine structure of 

Saturn’s ionosphere. Maximum electron densities are found 
in a wide range from 50 – 1300 cm−3, which cannot be ex-
plained by a simple scale height model of a quiet ionosphere 
in photochemical equilibrium. One possibility is that a ring 
rain like mechanism operates here, where variable amounts 
of water group (or molecular) ions with origin from the D-
ring material (near the equator or along connecting magnetic 
flux tubes) cause sporadic electron depletions. Electron de-
pletions exist within ±10° latitude during orbits 272, 273, 275, 
277, 278, 280 and 281 (Fig. 4). These suppressed electron den-
sity dips vary in the range 50 – 200 cm−3. The equator cross-
ings for Orbits 276 and 277 occurred furthest away from the 
planet around 4000 km altitude, which we expect to be inside 
the D-ring. An equatorial depletion of 50 cm−3 is detected dur-
ing orbit 277, where the Langmuir probe also shows the pres-
ence of negatively charged cluster ions or nm-sized grains 
(Fig. 3). Orbit 276 does not show a clear depletion signature. 
It is however difficult to explain the full dynamic range of 
almost two orders of magnitude between each flyby with only 
this chemical process alone. There is no continuous evolution 
of plasma density from the first orbit to the last, and large 
variations can occur between adjacent orbits (e.g., orbits 277 
and 278, Fig. 4). 

The time constants for transport compete effectively with 
photo-chemistry and thus the plasmas sampled depend 
strongly on dynamics. We therefore suggest that an electro-
dynamic interaction occurs between the ionosphere and the 
electrically charged D ring via the strong magnetic field of 
Saturn. This would drive ionospheric ion outflows along mag-
netic flux tubes leading to plasma structuring, as is readily 
observed along magnetic flux tubes above the aurora at Earth 
(19). The strong magnetic field of Saturn makes the rate of 
plasma-neutral collisions much smaller than the gyration fre-
quency along the Cassini spacecraft trajectory; the iono-
spheric dynamo region, with coupling to neutral winds, is at 
far lower altitude (20). The electrodynamics may instead be 
driven by the charged material in the D-ring (in Keplerian 
orbit) moving relative to the ionosphere (rotating with the 
planet), and a significant cross-magnetic field current density 
may arise from the ΔVxB term (where ΔV is the relative 
speed of the two components and B the magnetic field of Sat-
urn). These ring currents then close via field-aligned currents 
to the conductive ionosphere below, with associated mag-
netic field-aligned ion flows along these flux tubes. Other pos-
sibilities for the variation in ionosphere dynamics involve 
strong longitudinal wind variations, coupled with variable 
EUV/X ionization levels, as is readily observed in the Earth’s 
ionosphere at ±20° latitude (21). 
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Fig. 1. Electron density (ne, colored band) measured 
by the Cassini Langmuir probe on 2017 April 26. The 
spacecraft crossed through the gap between the 
planet Saturn (solid black) and its rings (denoted D, C, 
B, Cassini Division, A), passing from North to South. 
The color code signifies the measured electron 
number density, which is also shown as a red line 
(shown in linear scale, the density increases toward 
the left, with a maximum density of 1300 cm−3). Four 
dominant electron density enhancements are mapped 
along Saturn’s magnetic field to, or inside, the inner 
edge of the D-ring at the equator. The solar elevation 
angle was 26.7° during the event, and the shadows of 
the A ring and part of the B ring result in decreased 
ionization in the South (see text). [DOY = Day of Year, 
Rev = Orbit, Rs = Saturn Radius, ρ0 = distance from 
Saturn.] 
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Fig. 2. Cassini/RPWS altitude profiles of 
the ionosphere number density (A) and 
inbound electron temperature (B) during 
the crossing on 2017 April 26. Two 
independent methods for estimating the 
inbound electron density (blue and black) 
gave almost identical results (see article 
text), confirming their validity. The 
Langmuir probe (LP) ion density (Ni, 
assuming H+) also produces values in 
agreement with the estimated electron 
densities, confirming that hydrogen ions 
dominated during this flyby. The lower LP 
electron densities over the outbound sector 
(magenta) indicate that much of the A- and 
part of the B-ring are opaque to ionizing 
extreme ultraviolet radiation. No whistler 
emission mode cut-off data (black) exist for 
the outbound portion.  
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Fig. 3. RPWS data from an ionosphere crossings close 
to the D-ring of Saturn. The Langmuir probe (LP) 
measured current from voltage sweeps (A), RPWS 
densities (B), and inferred average ion mass (C) is 
displayed. The electron densities (Ne) from 3 
measurement methods (11) are lower than the estimated 
ion density (Ni) when Cassini passed the D-ring edge at 
01:38 UT. The inferred average ion mass rises above 1 amu 
at this time. 
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Fig. 4. Cassini/RPWS electron number densities 
from 11 ionosphere crossings near the equatorial 
plane of Saturn. The orbits 272 and 273 densities are 
based on whistler cut-off data, while the rest are from 
the Langmuir probe measurements (the Langmuir 
probe was in the wake of the spacecraft during orbits 
272 and 273). There are about 6.5 days between each 
flyby from April 26 to June 29, all close to 11-14 hours 
Saturn LT. There is a large variability in the 
ionosphere, with fine structure over these latitudinal-
altitude cuts of the ionosphere. The closest approach 
altitude occurs close to the geographic equator. 
 

on D
ecem

ber 11, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


STELLAR ASTROPHYSICS

An excess of massive stars in the local
30 Doradus starburst
F. R. N. Schneider,1* H. Sana,2 C. J. Evans,3 J. M. Bestenlehner,4,5 N. Castro,6 L. Fossati,7

G. Gräfener,8 N. Langer,8 O. H. Ramírez-Agudelo,3 C. Sabín-Sanjulián,9 S. Simón-Díaz,10,11

F. Tramper,12 P. A. Crowther,5 A. de Koter,13,2 S. E. de Mink,13 P. L. Dufton,14 M. Garcia,15

M. Gieles,16 V. Hénault-Brunet,17,18 A. Herrero,10,11 R. G. Izzard,16,19 V. Kalari,20

D. J. Lennon,12 J. Maíz Apellániz,21 N. Markova,22 F. Najarro,15 Ph. Podsiadlowski,1,8

J. Puls,23 W. D. Taylor,3 J. Th. van Loon,24 J. S. Vink,25 C. Norman26,27

The 30 Doradus star-forming region in the Large Magellanic Cloud is a nearby analog of large
star-formation events in the distant universe.We determined the recent formation history and
the initial mass function (IMF) of massive stars in 30 Doradus on the basis of spectroscopic
observations of 247 starsmoremassive than 15 solarmasses (M⊙).Themain episodeofmassive
star formation began about 8 million years (My) ago, and the star-formation rate seems to
have declined in the last 1 My.The IMF is densely sampled up to 200M⊙ and contains 32 ± 12%
more stars above 30M⊙ than predicted by a standard Salpeter IMF. In the mass range of 15
to 200M⊙, the IMFpower-law exponent is 1:90þ0:37

�0:26, shallower than the Salpeter value of 2.35.

S
tarbursts are large star-formation events
whose feedback affects the dynamical and
chemical evolution of star-forming galaxies
throughout cosmic history (1–3). They are
found at low and high redshift, with the

earliest starburst galaxies contributing to the
reionization of the universe (2, 4). In such star-
bursts, massive stars [≥10 solar masses (M⊙)]
dominate the feedback through intense ioniz-
ing radiation, stellar outflows, and supernova
explosions. Because of large distances to most
starbursts, analyses have so far been restricted
to either photometric observations or composite
spectra of entire stellar populations. In the for-
mer case, the high surface temperature of mas-
sive stars precludes the determination of accurate
physical parameters because their colors are too
similar (5), and, in the latter case, physical pa-
rameters of individual stars cannot be deter-
mined (6). Greater understanding can be obtained
by spectroscopically examining individual stars
within star-forming regions.
The stellar initialmass function (IMF) influences

many areas of astrophysics because it determines
the relative fraction ofmassive stars; that is, those
that undergo supernova explosions and drive the
evolution of star-forming galaxies. Much effort
has therefore gone into understanding whether

the IMF is universal or varies with local environ-
mental properties (7,8). Over the past fewdecades,
evidence has accumulated that the IMF slope
may be flatter than that of a Salpeter IMF (9)—in
other words, there aremore high-mass stars than
expected—in regions of intense star formation
(10–12). However, these studies are based on inte-
grated properties of stellar populations, hamper-
ing the ability to infer IMFs.
The star-forming region 30 Doradus (30 Dor)

lies within the Large Magellanic Cloud, a satel-
lite galaxy of the Milky Way, and has a metal-
licity (total abundance of all elements heavier
than helium) of ~40% of the solar value (13). At
a distance of 50 kpc (14), 30 Dor is a nearby ana-
log of distant starbursts and one of the brightest
hydrogen-ionization (H II) regions in the local
universe (15).With a diameter of ~200 pc, 30Dor
hosts several star clusters and associations and
is similar in size to luminous H II complexes in
more distant galaxies (16).
Through the use of the Fibre Large Array

Multi Element Spectrograph (FLAMES) (17) on
the Very Large Telescope (VLT), the VLT-FLAMES
Tarantula Survey (VFTS) (18) has obtained optical
spectra of ~800 massive stars in 30 Dor, avoiding
the core region of the dense star cluster R136
because of difficulties with crowding (18). Re-

peated observations at multiple epochs allow de-
termination of the orbital motion of potentially
binary objects. For a sample of 452 apparently
single stars, robust stellar parameters—such as
effective temperatures, luminosities, surface grav-
ities, and projected rotational velocities—are de-
termined by modeling the observed spectra (19).
Composite spectra of visual multiple systems and
spectroscopic binaries are not considered here be-
cause their parameters cannot be reliably inferred
from the VFTS data.
Tomatch the derived atmospheric parameters

of the apparently single VFTS stars to stellar
evolutionary models, we use the Bayesian code
BONNSAI, which has been successfully testedwith
high-precision observations of Galactic eclipsing
binary stars (20). BONNSAI accounts for uncertain-
ties in the atmospheric parameters and deter-
mines full posterior probability distributions of
stellar properties, including the ages and initial
masses of the VFTS stars (19). By summing these
full posterior probability distributions of indi-
vidual stars, we obtain the overall distributions
of stellar ages and initial masses ofmassive stars
currently present in 30 Dor (Fig. 1). These dis-
tributions are missing those stars that already
ended their nuclear burning. However, given
thatwe know both the present-day age andmass
distributions, we can correct for these missing
stars and derive the star-formation history (SFH)
and IMF of massive stars in 30 Dor (19), allowing
us to fully characterize this prototype starburst.
When determining the SFH and IMF, it is

necessary to account for selection biases. The
VFTS target selection implemented a magni-
tude cut, observing only stars brighter than the
17th magnitude in the V band (18). Compared
with a full photometric census of massive stars
in 30 Dor (21), the VFTS sample is ~73% com-
plete. Although, owing to the magnitude limit,
the VFTS is incomplete for stars ≲15M⊙, the
completeness shows no correlation with the
V-band magnitude of stars more massive than
15M⊙ (19). Of the 452 stars with robust stellar
parameters, 247 are more massive than 15 M⊙
and form the basis of our determination of the
SFH and high-mass end of the IMF. Incomplete-
ness corrections are applied to account for our
selection process (19). We assume the high-mass
IMF is a power-law function, xðMÞºM�g, where
M is the mass and g the slope, and compute the
SFH and corresponding prediction of the distri-
bution of initial masses for different IMF slopes
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until we best match (i) the number of stars above
a given mass and (ii) the observed initial-mass
distribution (19).
We find that the observed distribution of ini-

tial masses of stars in 30 Dor is densely sampled
up to ~200 M⊙. It is shallower than that pre-
dicted by a Salpeter IMF with g = 2.35, and the
discrepancy increases with mass (Fig. 1C). Rel-
ative to the Salpeter index, we find an excess
of 18:2þ6:8

�7:0 (32þ12
�12%) stars more massive than

30 M⊙ and 9:4þ4:0
�4:6 (73þ31

�36%) stars more mas-
sive than 60M⊙ (Fig. 2 and fig. S5; unless stated
otherwise, uncertainties are 68.3% confidence
intervals). The hypothesis that a Salpeter IMF
can explain the large number of stars more
massive than 30M⊙ in our sample can thus be
rejected with >99% confidence (19). The num-
ber of stars more massive than 30 M⊙ is best
reproduced by an IMF slope of g ¼ 1:84þ0:18

�0:18
(Fig. 2). Using our second diagnostic, a least-
squares fit to the observed distribution of initial
masses over the full mass range of 15 to 200M⊙,
our best fit is g ¼ 1:90þ0:37

�0:26 (Figs. 1 and 3), in
agreement with our first estimate based on the
number of massive stars ≥30M⊙. Our high-mass
IMF slope is shallower than the slope inferred

by other studies for stars below ≈20M⊙ in the
vicinity of R136 (22, 23).
The limitation of our sample to stars ≥15 M⊙

means that we can reconstruct the SFH of 30 Dor
over the past ≈12 million years (My). When also
considering the 1- to 2-My-old stars in R136 that
were not observed within VFTS (24), we find that
the star-formation rate in 30 Dor sharply increased
~8 My ago and seems to have dropped ~1 My ago
(Fig. 1A). If the currently observed drop con-
tinues for another million years, the duration
of the main star-forming event will be shorter
than ~10 My. This result complements a recent
study (23) that found a similar time-dependence
of star formation around the central R136 star
cluster in 30 Dor on the basis of photometric data
of low- and intermediate-mass stars. We therefore
conclude that star formation in the 30 Dor star-
burst is synchronized across a wide mass range.
Our results challenge the suggested 150 M⊙

limit (25) for the maximum birth mass of stars.
The most massive star in our sample, VFTS 1025
(also known as R136c), has an initial mass of
203þ40

�44 M⊙ (19). From stochastic sampling exper-
iments (19), we exclude maximum stellar birth
masses of more than 500M⊙ in 30 Dor with 90%

confidence because we would otherwise expect
to find at least one star above 250 M⊙ in our
sample. Our observations are thus consistent
with the claim that stars with initial masses of
up to 300 M⊙ exist in the core of R136 (26).
Approximately 15 to 40% of our sample stars

are expected to be products of mass transfer in
binary star systems (27). Binary mass transfer
in a stellar population produces a net surplus
of massive stars and rejuvenates stars such that
they appear younger than they really are (28).
Mass accretion alone biases the inferred IMF
slope to flatter values, whereas rejuvenation steep-
ens it. Taken together, we calculate that these two
effects roughly cancel out in our case and, thus,
binary mass transfer cannot explain the differ-
ence between our inferred IMF and that of
Salpeter (19). Also, our final sample of stars con-
tains unrecognized binaries, but they do not affect
our conclusions (19).
The core of the R136 star cluster is excluded

from the VFTS, but stars ejected from R136 (so-
called runaway stars) may enter our sample. Run-
away stars are biased toward high masses (29)
and thus flatten the upper IMF. However, star
clusters such as R136 typically eject about 5 to 10
stars above 15M⊙ (30, 31), which is insufficient to
explain the expected excess of 25 to 50 stars above
30 M⊙ in 30 Dor, after correcting for the com-
pleteness of our sample and that of the VFTS (19).
We conclude that the 30 Dor starburst has

produced stars up to very high masses (≳200M⊙),
with a statistically significant excess of stars
above 30M⊙ and an IMF shallower above 15M⊙
than a Salpeter IMF. Measuring the IMF slope
above 30 to 60M⊙ has proven difficult (7), and,
in general, large uncertainties in the high-mass
IMF slope remain (32). This raises the question
of whether star formation in 30 Dor proceeded
differently. It has been suggested that starburst
regions themselves provide conditions for form-
ing relatively more massive stars by the heating
of natal clouds from nearby and previous gener-
ations of stars (33). Alternatively, a lower metal-
licity may lead to the formation of more massive
stars because of weaker gas cooling during star
formation. An IMF slope shallower than the
Salpeter value may then be expected at high
redshift when the universe was hotter and the
metallicity lower (33, 34).
Becausemassive-star feedback increases steeply

with stellarmass, it is strongly affected by the IMF
slope. Comparing an IMF slope of g ¼ 1:90þ0:37

�0:26
to the Salpeter slope, we expect 70þ10

�60% more
core-collapse supernovae and an increase of super-
nova metal-yields and hydrogen ionizing radia-
tion by factors of 3:0þ1:6

�1:8 and 3:7þ2:4
�2:4, respectively

(19). The formation rate of black holes increases
by a factor of 2:8þ1:0

�1:6 (19), directly affecting the ex-
pected rate of black holemergers detected by their
gravitational wave signals. We also expect an in-
crease in the predictednumber of exotic transients
that are preferentially found in starbursting,metal-
poor dwarf galaxies such as long-duration gamma-
ray bursts (35) and hydrogen-poor superluminous
supernovae (36). Many population synthesis
models and large-scale cosmological simulations
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Fig. 1. Distributions of stellar
ages and initial masses of
massive stars in 30 Dor.
(A) Age and (B) initial mass (Mini)
distribution of the VFTS sample
stars more massive than 15 M⊙

(black lines). Uncertainties
are calculated by bootstrapping
(19), and the 1s regions are
shaded blue.The best-fitting
star-formation history (SFH) (A)
and present-day distribution of
initial masses (B) are plotted
in red. For comparison, the
expected present-day
distribution of initial masses,
assuming a Salpeter initial mass
function (IMF), is also provided in
(B) (note that these modeled
mass distributions are no longer
single power-law functions).
About 140 stars above 15 M⊙

are inferred to have ended their
nuclear burning during the last
≈10 My, and their contribution to
the SFH is shown by the red
shaded region in (A).The peak
star-formation rate (SFR)
extrapolated to the entire 30 Dor

region is ~0:02M⊙ year�1 (on

the order of ≈1M⊙ year�1 kpc�2,
depending on the exact size of
30 Dor). The age and mass
distributions are number density
functions (dN/dt and dN/dM)
with respect to age t andmassM.
g is the power-law slope of the
IMF. (C) Ratio of modeled to observed present-day mass functions, illustrating that the Salpeter IMF
model underpredicts the number of massive stars in our sample, particularly above 30 M⊙.
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assume an IMF that is truncated at 100M⊙. Com-
pared with such models, the various factors esti-
mated above are even larger (19).
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Fig. 3. Probability
density function of
the inferred IMF slope
in 30 Dor. Results are
based on a c2 power-
law fitting over the
mass range of 15 to
200 M⊙. The shaded
areas represent 1s, 2s,
and 3s confidence
regions, and the slope
of the Salpeter IMF is
indicated by the vertical
dashed line. Our
inferred IMF is shal-
lower than that of Sal-
peter (g = 2.35), with
83% confidence.
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Fig. 2. Number of massive
stars in our sample.
Expected number of mas-
sive stars in our sample
initially more massive than
(A) 30M⊙ and (B) 60M⊙ as
a function of the IMF slope g
(black solid lines). The blue
and red shaded areas indi-
cate the 68 and 95% confi-
dence intervals (CIs),
respectively, of the observed
number of stars (see fig. S5).
The IMF slopes best repro-
ducing the observed number
of stars and the associated
68% intervals are indicated
by the vertical dashed lines
and gray shaded regions and

correspond to g ¼ 1:84þ0:18
�0:18

and g ¼ 1:84þ0:22
�0:17 for stars

more massive than 30 M⊙

and 60 M⊙, respectively.
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TOPOLOGICAL MATTER

Observation of the quantum spin
Hall effect up to 100 kelvin in a
monolayer crystal
Sanfeng Wu,1*† Valla Fatemi,1*† Quinn D. Gibson,2 Kenji Watanabe,3

Takashi Taniguchi,3 Robert J. Cava,2 Pablo Jarillo-Herrero1†

A variety of monolayer crystals have been proposed to be two-dimensional topological
insulators exhibiting the quantum spin Hall effect (QSHE), possibly even at high
temperatures. Here we report the observation of the QSHE in monolayer tungsten
ditelluride (WTe2) at temperatures up to 100 kelvin. In the short-edge limit, the
monolayer exhibits the hallmark transport conductance, ~e2/h per edge, where e is the
electron charge and h is Planck’s constant. Moreover, a magnetic field suppresses the
conductance, and the observed Zeeman-type gap indicates the existence of a Kramers
degenerate point and the importance of time-reversal symmetry for protection from
elastic backscattering. Our results establish the QSHE at temperatures much higher than
in semiconductor heterostructures and allow for exploring topological phases in
atomically thin crystals.

A
time-reversal (TR) invariant topological in-
sulator (TI) in two dimensions, also known
as a quantum spin Hall (QSH) insulator,
can be identified by its helical edgemodes
(1–4). So far, evidence for the helical edge

mode in two-dimensional (2D) TIs, particularly
quantized transport, has been limited to very low
temperatures (i.e., near liquid helium temper-
ature) in HgTe and InAs/GaSb quantum wells
(5, 6). In the search for high-temperature TIs,
substantial efforts have focused on a variety of
atomically thin materials (7–14), which hold the
promise of advancing the field of topological
physics using the tools developed for 2D crystals.
However, experimental observation of the quan-
tumspinHall effect (QSHE) inmonolayer systems
is challenging, often owing to structural or chem-
ical instabilities (9, 15–17). Indications of a high-
temperatureQSHphase in bulk-attached bismuth
bilayers have been reported (7, 18, 19), but a con-
clusive demonstration is still lacking.
Among the proposals for atomically thin TIs

are monolayer transitionmetal dichalcogenides
(TMDs),materials that are either 2D semiconduc-
tors or semimetals depending on their structural
phase (9). Calculations suggest that an inverted
band gap can develop in 1T′ TMDmonolayers, re-
sulting in a nontrivialZ2 topological phase (9, 20).
Recent experiments have shown promising re-
sults (12–14), including that monolayer WTe2
exhibits a ground state with an insulating inte-
rior and conducting edges associated with a
zero-bias anomaly (12), distinct from its multi-

layer counterparts (12, 21). Here we observe the
QSHE in WTe2 monolayers and identify this 2D
material as an atomically layered TI with con-
ductance ~e2/h per edge at high temperatures,
where e is the electron charge and h is Planck’s
constant.
QSH transport through a 2D TR-invariant TI

should exhibit the following characteristics: (i)
helical edge modes, characterized by an edge
conductance that is approximately the quantum
value of e2/h per edge (5); (ii) saturation to the
conductance quantum in the short-edge limit
(22); and (iii) suppression of conductance quan-
tization upon application of a magnetic field,
owing to the loss of protection by TR symmetry
(5, 23, 24). Signatures of a Zeeman gap should
be seen if the Kramers degeneracy (Dirac point)
is located inside the bulk band gap. To date, sim-
ultaneous observation of the above criteria in exist-
ing 2DTI systems is still lacking (5, 6, 22, 23, 25),
prompting the search for new QSH materials.
To check the above criteria in monolayer

WTe2, we fabricated devices with the structure
depicted in Fig. 1A [see (26) and figs. S1 and S2].
The goal of the design was threefold: to ensure
an atomically flat, chemically protected channel
(no flake bending or exposure) by fully encap-
sulating the flake with hexagonal boron nitride
(15, 21); to minimize the effect of contact resist-
ance; and to enable a length-dependence study
on a single device. Our devices generally contain
eight contact electrodes, a top graphite gate, and
a series of in-channel local bottom gates with
length Lc varying from 50 to 900 nm. Themono-
layer flakes are carefully selected to have a long
strip shape, typically a few mm wide and about
10 mm long (table S1). Figure 1B shows a typical
measurement of the four-probe conductance
(in device 1) across all the local gates (~8 mmlong)
as a function of top-gate voltage, Vtg. A finite
conductance plateau develops around Vtg =

0 V. This characteristic feature for monolayer
WTe2 stems from conduction along the edges
(12). The measured value is highly sensitive to
contact properties (12), which prevents obser-
vation of the intrinsic edge conductance. We
overcome this obstacle in our devices through
selective doping of the flake using a combina-
tion of global top and local bottom gates. A
short transport channel with length Lc can be
selectively defined by a local gate voltage Vc,
whereas the rest of the flake is highly doped
by Vtg to secure good contact to the electrodes
(see fig. S3 for dI/dV characteristics, where dI ~
1 nA is the applied ac current). Figure 1C maps
out the resistance R in the same device as a
function of Vtg and Vc (for a local gate with Lc =
100 nm). The step structure indicates a transi-
tion from a bulk-metallic state (doped) to a bulk-
insulating state (undoped) within the locally
gated region. We define the offset resistance,
DR=R(Vc) –R(Vc = –1V), as the resistance change
from the value in the highly doped limit (Vc = –1V,
in this case). Figure 1D shows a DR trace (red
curve) extracted from Fig. 1C (dashed white line
in Fig. 1C), where Vtg is fixed at 3.5 V. The aver-
age value of DR at the plateau, which measures
the step height, saturateswhenVtg is high enough
(Fig. 1D, inset, and figs. S4 to S7).
This saturated value, DRs, thus measures the

resistance of the undoped channel, which can
only originate from the edges because the mono-
layer interior is insulating (12–14). Notably,
DRs is approximately equal to h/2e2 for both this
100-nm channel and the 60- and 70-nm channels
on device 2 (Fig. 1D). Fluctuations in the range of
a few kilohm, which may originate from residual
disorder or correlation effects (12, 27, 28), are
visible, but decrease substantially above 4K.Given
that the sample has two edges, the observed con-
ductance per edge is therefore ~e2/h, pointing to
helical edge modes as the source of the con-
ductance (5, 6). To confirm this scenario, one
must rule out the possibility of trivial diffusive
edgemodes that happen to exhibit the quantized
conductance value for some particular length
(22). We thus performed a length-dependence
study using a series of local gates with different
Lc. Detailed analysis of measurements from rep-
resentative devices and gates at ~4 K can be
found in figs. S3 to S5. In Fig. 2, we summarize
the data by plotting the undoped-channel re-
sistance, DRs, as a function of Lc. For long edges,
the resistance generally decreases with decreasing
length, which is arguably captured by a linear
trend. The behavior, however, clearly deviates
from the trend when Lc is reduced to 100 nm or
less, where the resistance saturates to a value
close to h/2e2. Such behavior is present in all
three devices that enter this short-length regime,
independent of the width of the monolayer flake
(varying from 1 to 4 mm). These observations
reveal the intrinsic conductance as e2/h per edge,
as per the abovementioned criteria (i) and (ii) for
the QSHE.
To check criterion (iii), regardingTR symmetry

protection from elastic scattering, we performed
magnetoconductance measurements. The data
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taken from the 100-nm-long channel in device
1 in the QSHE regime (i.e., gate range of the
plateau) are shown in Fig. 3. We define Gs as 1/
DRs, which measures the conductance of the
edges in the short channel limit. Gs is plotted
as a function of Vc in Fig. 3A for a series of
magnetic fields B applied perpendicular to the
monolayer at 1.6 K. Gs decreases substantially
once B is turned on, in contrast to the bulk
state, which is hardly affected (fig. S8). For all
Vc, Gs decreases rapidly for low magnetic fields
(B < 2 T). After this initial stage, two types of
behavior are observed, depending on Vc, as
shown in Fig. 3B. When Vc is near –6.44 V, Gs

decreases exponentially without saturation,
up to 8 T. For other values of Vc, Gs saturates at
high B. These behaviors are notably different
from the previous observations for resistive
channels (12).
Both types of behavior can be understood in

the context of the QSHE. The 1D edge state of the
QSH phase consists of two species: left and right
movers associated with opposite spin polariza-
tion. The two linearly dispersing bands cross at
the Kramers degeneracy point (Fig. 3B, inset I).
Magnetic fields applied nonparallel to the spin
polarization are expected to open an energy gap
at the Kramers point owing to the Zeeman ef-
fect (29). For a homogeneous chemical poten-
tial close to the degeneracy point (Fig. 3B, inset
II), onewould expect an exponential decay of the
conductance without saturation. To reveal the
existence of the gap, we performed temperature-

dependence measurements of the magnetocon-
ductance at Vc = –6.44 V. The exponential decay
ofGs persists up to high temperatures (measured
up to 34 K, inset of Fig. 3C). Moreover, all the
curves collapse onto a single universal trend

when renormalized by plotting the dimension-
less values –log(Gs/G0) versus mBB/kBT (Fig. 3C),
whereG0 is the zero-field conductance, mB is the
Bohr magneton, kB is the Boltzmann constant,
and T is the temperature. The slope of the trend

Wu et al., Science 359, 76–79 (2018) 5 January 2018 2 of 4

Fig. 1. Device structure
and resistance near
h/2e2. (A) Schematic of
the device structure. BN,
boron nitride. (B) Four-
probe conductance
measurement at 4 K of
device 1 as a function of
Vtg across all the local
gates, which are floating.
Inset shows the optical
image of device 1 (left)
and the corresponding
monolayer WTe2 flake
before fabrication (right).
(C) Color map of the
flake resistance tuned by
Vtg and the 100-nm-wide
local gate Vc at 4 K. Two
regions are separated by
a step in the resistance,
which distinguishes the
doped and undoped local
channels, as depicted
by the inset schematics.
W, ohm. (D) DR versus Vc
for the 100-nm-wide gate
on device 1 at Vtg = 3.5 V
[white dashed line in (C)]
and the 60- and 70-nm-
wide gates on device 2 at Vtg = 4.1V (taken at 5 K). For clarity, the two curves from device 2 are offset by +3 V along the x axis. Inset shows the average step
height <DR>, extracted from (C), as a function of Vtg, showing a clear saturation toward h/2e2 for large Vtg.

Fig. 2. Length dependence of the undoped-channel resistance. Data taken at 4 K from five
different devices (table S1), each denoted by a different color and symbol. The device numbers and
associated colors are: 1, black; 2, green; 3, purple; 4, red; and 5, blue. The DRs values approach a
minimum of h/2e2 in the short-channel limit, confirming a total conductance of 2e2/h for the
undoped channel, i.e., a conductance of e2/h per edge in the device, in agreement with QSHE.
Detailed analysis of raw data can be found in figs. S4 to S7.
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yields an effective g-factor ~4.8 for the out-of-
plane field in this device [i.e., the device con-
ductance obeys Gs = G0 exp(–gmBB/2kBT )]. This
observation confirms a Zeeman-type gap open-
ing in the edge bands.
If the Fermi energy at the edge is gated away

from the Kramers degeneracy point (Fig. 3B,
inset III), the Zeeman gap will not be directly
observed, and themagnetoconductance should
be determined by the scattering mechanisms at
the edge allowed by the TR symmetry breaking.
For example, in our devices, the presence of local
charge puddles can be natural. According to
theoretical calculations, the edge conductance
will be reduced to ae2/h, where a is a field-

dependent coefficient determined by the micro-
scopic details of the edge (24, 30). Calculations
show that, at high magnetic fields, an individual
puddle can reduce transmission along an edge
by 50% (24, 31), leading to a saturated a deter-
mined by the distribution of the puddles along
the edges. We find the conductance saturation
is consistent with this picture (fig. S9). In addi-
tion to verticalmagnetic fields, we have also found
considerably reduced edge conductance when in-
plane magnetic field is applied (fig. S10). We ex-
pect that both in- and out-of-planemagnetic fields
will suppress the conductance: TR symmetry
removes protection of the edge conduction, and
the edge-mode spin-polarization axis is not neces-

sarily normal or parallel to the layer because the
monolayer lacks out-of-plane mirror symmetry.
The exact spin-polarization axis may be influ-
enced by multiple factors, such as the direction
of the crystallographic edge and the existence
of displacement electric fields. The irregular
edge of the exfoliated monolayer makes the sit-
uation more complex. Overall, the magnetocon-
ductance behavior is consistent with criterion
(iii). Therefore, the QSHE is indeed observed in
monolayer WTe2.
Notably, the distinctive zero-field conductance

value survives up to high temperatures. Figure
4A plots the temperature dependence of Gs

at different Vc in the QSHE regime; Gs stays

Wu et al., Science 359, 76–79 (2018) 5 January 2018 3 of 4

Fig. 3. Magnetoconductance and Zeeman-like
gap at the Dirac point. (A) The evolution of
the edge conductance Gs versus local gate voltage
Vc under the application of a perpendicular
magnetic field, B (from 0 T, thick blue curve,
to 8 T, thick red curve, in 0.2-T steps) at 1.8 K,
for device 1, 100-nm channel. (B) Traces of Gs

versus B for a few selected Vc, showing two
types of behavior, saturation and nonsaturation,
associated with whether the Fermi energy (EF) is
in the Zeeman gap, as depicted in the band
schematics inset I (linear bands at zero B, EF at
Dirac point), II (gapped bands at finite B, EF at
Dirac point), and III (gapped bands at finite B,
EF away from Dirac point). Red and blue spheres
illustrate the opposite spin polarization of the
edge bands, respectively. Purple areas indicate
the filled bands. (C) Inset shows temperature
dependence of Gs versus B for the nonsaturating
curves (Vc = –6.44 V). All the curves in the
inset collapse to a single trend in the normalized
plot of –log(Gs/G0) versus mBB/kBT. The black
line is a linear fit. Additional temperature and
magnetic field dependence is shown in
figs. S9 to S11.

Fig. 4. Quantum spin Hall effect up to 100 K.
(A) Temperature dependence of the edge
conductance at a few representative gate
voltages for the 100-nm channel in device 1. The
conductance is dominated by the QSHE up to
about 100 K.The right schematic depicts the onset
of bulk-state contribution to the conductance.
Inset shows gate dependence of DR at various
temperatures. (B) Temperature dependence of the
resistance of the whole flake (full length) when
the Fermi energy in the local channel is in the
doped (Vc = –1 V, red) and undoped (Vc = –5.7 V,
blue) regimes, at Vtg = 3.5 V. The difference
between the curves yields the temperature-
dependent channel resistance DRs (yellow). The
vertical dashed line highlights the kink in the
undoped regime at 100 K, indicating the transition
to the QSHE edge-dominated regime.
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approximately constant and close to 2e2/h up to
100 K, indicating that the conductance is domi-
nated by the QSHE up to this temperature. In
terms of DR, the resistance plateau starts to
drop at around 100 K (Fig. 4A, inset). We note
that it is not obvious a priori what the temper-
ature dependence of the QSH edge conductance
should be, and some proposed mechanisms in-
dicate weak (32) or even negative temperature
dependence (27). Above 100 K, the channel con-
ductance increases rapidly with temperature,
indicating the activation of bulk-conduction
channels. To reveal the transition more clearly,
in Fig. 4B we plot the temperature dependence
of the resistance R of the whole flake (i.e., the
entire length, which consists of the locally gated
region in series with the rest of the flake) when
the chemical potential in the local channel is
placed in the metallic regime (Vc = –1 V) and
the QSH regime (Vc < –5.3 V). A clear kink at
100 K can be seen in the QSH regime. The dif-
ference between the two curves yields the channel
resistance, which drops above the transition
temperature.
This high-temperature QSHE is consistent

with the prediction of a large inverted band gap
(~100 meV) in monolayer WTe2 (20) as well as
recent experiments that observe a ~45-meV
bulk band gap in spectroscopy (13, 14) and a
similar onset temperature for bulk conduction
(12). We suspect the 100 K transition tempera-
ture may not be an intrinsic limit. Improve-
ments in device quality may enable observation
of the QSHE at even higher temperatures and
for longer edges.
Our observations have confirmed thenontrivial

TR invariant topological phase in monolayer
WTe2 and demonstrated the QSHE at high
temperatures in an isolated 2Dmonolayer device.
The exploration of 2D topological physics and

device performance above liquid nitrogen tem-
peratures has therefore become possible. Dis-
tinct from quantum well systems, the exposed
nature of isolatedmonolayersmay allow for engi-
neering topological phases in unprecedented
ways. In particular, WTe2 can be readily com-
bined with other 2D materials to form van der
Waals heterostructures, a promising platform
for studying the proximity effect between a QSH
system and superconductors or magnets (3, 4)
at the atomic scale.
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CORAL REEFS

Spatial and temporal patterns
of mass bleaching of corals
in the Anthropocene
Terry P. Hughes,1* Kristen D. Anderson,1 Sean R. Connolly,1,2 Scott F. Heron,3,4

James T. Kerry,1 Janice M. Lough,1,5 Andrew H. Baird,1 Julia K. Baum,6

Michael L. Berumen,7 Tom C. Bridge,1,8 Danielle C. Claar,6 C. Mark Eakin,3

James P. Gilmour,9 Nicholas A. J. Graham,1,10 Hugo Harrison,1

Jean-Paul A. Hobbs,11 Andrew S. Hoey,1 Mia Hoogenboom,1,2 Ryan J. Lowe,12

Malcolm T. McCulloch,12 John M. Pandolfi,13 Morgan Pratchett,1 Verena Schoepf,12

Gergely Torda,1,5 Shaun K. Wilson14

Tropical reef systems are transitioning to a new era in which the interval between
recurrent bouts of coral bleaching is too short for a full recovery of mature
assemblages. We analyzed bleaching records at 100 globally distributed reef locations
from 1980 to 2016. The median return time between pairs of severe bleaching events
has diminished steadily since 1980 and is now only 6 years. As global warming has
progressed, tropical sea surface temperatures are warmer now during current La Niña
conditions than they were during El Niño events three decades ago. Consequently,
as we transition to the Anthropocene, coral bleaching is occurring more frequently in all
El Niño–Southern Oscillation phases, increasing the likelihood of annual bleaching in
the coming decades.

T
he average surface temperature of Earth
has risen by close to 1°C as of the 1880s (1),
and global temperatures in 2015 and 2016
were the warmest since instrumental re-
cord keeping began in the 19th century (2).

Recurrent regional-scale (>1000 km) bleaching
andmortality of corals is amodern phenomenon
caused by anthropogenic global warming (3–10).
Bleaching before the 1980s was recorded only at
a local scale of a few tens of kilometers because
of small-scale stressors such as freshwater inunda-
tion, sedimentation, orunusually coldorhotweather
(3–5). The modern emergence of regional-scale

bleaching is also evident from the growth bands
of old Caribbean corals: synchronous distortions
of skeletal deposition (stress bands) along a 400-km
stretch of theMesoamerican Reef have only been
found after recent hot conditions, confirming that
regional-scale heat stress is amodernphenomenon
caused by anthropogenic global warming (10).
Bleaching occurs when the density of algal sym-
bionts, or zooxanthellae (Symbiodinium spp.),

in the tissues of a coral host diminishes as a re-
sult of environmental stress, revealing the under-
lying white skeleton of the coral (8). Bleached
corals are physiologically and nutritionally com-
promised, and prolonged bleaching over sev-
eral months leads to high levels of coral mortality
(11, 12). Global climate modeling and satellite ob-
servations also indicate that the thermal con-
ditions for coral bleaching are becoming more
prevalent (13, 14), leading to predictions that loc-
alities now considered to be thermal refugia could
disappear by midcentury (15).
Although several global databases of bleaching

records are available (notably ReefBase, reefbase.
org), they suffer from intermittent or lapsedmain-
tenance and from uneven sampling effort across
both years and locations (7). The time spans of
five earlier global studies of coral bleaching range
from 1870 to 1990 (3), 1960 to 2002 (4), 1973 to
2006 (5), 1980 to 2005 (6), and 1985 to 2010 (7).
Here we compiled de novo the history of recur-
rent bleaching from 1980 to 2016 for 100 globally
distributed coral reef locations in 54 countries
using a standardized protocol to examine pat-
terns in the timing, recurrence, and intensity of
bleaching episodes, including the latest global
bleaching event from2015 to 2016 (table S1). This
approach avoids the bias of the continuous addi-
tion of new sites in open-access databases and
retains the same range of spatial scales through
time (fig. S1). A bleaching record in our analysis
consists of three elements: the location, from 1 to
100; the year; and the binary presence or absence
of bleaching. Our findings reveal that coral reefs
have entered the distinctive human-dominated
era characterized as the Anthropocene (16–18), in
which the frequency and intensity of bleaching
events is rapidly approaching unsustainable lev-
els. At the spatial scale we examined (fig. S1), the
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Fig. 1. Global warming
throughout ENSO
cycles. Sea surface
temperature anomalies
from 1871 to 2016,
relative to a 1961–1990
baseline, averaged
across 1670 1° latitude–
by–1° longitude boxes
containing coral reefs
between latitudes of
31°N and 31°S. Data
points differentiate
El Niño (red triangles),
La Niña (blue triangles),
and ENSO neutral
periods (black squares).
Ninety-five percent con-
fidence intervals are
shown for nonlinear
regression fits for years
with El Niño and La Niña
conditions (red and blue
shading, respectively;
overlap is shown
in purple).

−0.4

−0.2

0.0

0.2

0.4

0.6

1870 1900 1930 1960 1990 2020
Years

Te
m

pe
ra

tu
re

 a
no

m
al

y 
(°

C
)

on January 4, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


number of years between recurrent severe bleach-
ing events has diminished fivefold in the past
four decades, from once every 25 to 30 years in
the early 1980s to once every 5.9 years in 2016.
Across the 100 locations, we scored 300 bleach-
ing episodes as severe, i.e., >30%of corals bleached
at a scale of tens to hundreds of kilometers, and a

further 312 asmoderate (<30%of corals bleached).
Our analysis indicates that coral reefs havemoved
from a period before 1980 when regional-scale
bleaching was exceedingly rare or absent (3–5) to
an intermediary phase beginning in the 1980s
whenglobalwarming increased the thermal stress
of strong ElNiño events, leading to global bleach-

ing events. Finally, in the past two decades,many
additional regional-scale bleaching events have
also occurred outside of El Niño conditions, af-
fecting more and more former spatial refuges
and threatening the future viability of coral reefs.
Increasingly, climate-driven bleaching is occur-

ring in all El Niño–Southern Oscillation (ENSO)
phases, because as global warming progresses,
average tropical sea surface temperatures are
warmer today under La Niña conditions than
they were during El Niño events only three dec-
ades ago (Fig. 1). Since 1980, 58%of severe bleach-
ing events have been recorded during four strong
El Niño periods (1982–1983, 1997–1998, 2009–
2010, and 2015–2016) (Fig. 2A), with the remain-
ing 42% occurring during hot summers in other
ENSOphases. Inevitably, the link betweenElNiño
as the predominant trigger of mass bleaching
(3–5) is diminishing as globalwarming continues
(Fig. 1) and as summer temperature thresholds
for bleaching are increasingly exceeded through-
out all ENSO phases.
The 2015–2016 bleaching event affected 75% of

the globally distributed locations we examined
(Figs. 2A and 3) and is therefore comparable in
scale to the then-unprecedented 1997–1998 event,
when 74% of the same 100 locations bleached. In
both periods, sea surface temperatures were the
warmest on record in all major coral reef regions
(2, 19). As the geographic footprint of recurrent
bleaching spreads, fewer and fewer potential ref-
uges from global warming remain untouched
(Fig. 2B), and only 6 of the 100 locations we ex-
amined have escaped severe bleaching so far
(Fig. 2B and table S1). This result is conservative
because of type 2 errors (false negatives) in our
analyses, where bleaching could have occurred
but was not recorded.
After the extreme bleaching recorded from

2015 to 2016, themediannumber of severe bleach-
ing events experienced across our study locations
since 1980 is now three (Fig. 2C). Eighty-eight
percent of the locations that bleached from 1997
to 1998 have bleached severely at least once
again. As of 1980, 31% of reef locations have
experienced four or more (up to nine) severe
bleaching events (Fig. 2C), as well as many mod-
erate episodes (table S1). Globally, the annual risk
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Fig. 2. Temporal patterns of recurrent coral bleaching. (A) Number of 100 pantropical locations
that have bleached each year from 1980 to 2016. Black bars indicate severe bleaching affecting >30%
of corals, and white bars depict moderate bleaching of <30% of corals. (B) Cumulative number of
severe and total bleaching events since 1980 (red; right axis) and the depletion of locations that remain
free of any bleaching or severe bleaching over time (blue; left axis). (C) Frequency distribution of
the number of severe (black) and total bleaching events (red) per location. (D) Frequency distribution
of return times (number of years) between successive severe bleaching events from 1980 to 1999
(white bars) and 2000 to 2016 (black bars).

Fig. 3. The global extent of mass bleaching of corals in 2015 and 2016. Symbols show 100 reef locations that were assessed: red circles, severe
bleaching affecting >30% of corals; orange circles, moderate bleaching affecting <30% of corals; and blue circles, no substantial bleaching recorded. See
table S1 for further details.
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of bleaching (both severe and more moderate
events) has increased by a rate of approximate-
ly 3.9% per annum (fig. S2), from an expected
8% of locations in the early 1980s to 31% in
2016. Similarly, the annual risk of severe bleach-
ing has also increased, at a slightly faster rate of
4.3% per annum, from an expected 4% of loca-
tions in the early 1980s to 17% in 2016 (fig. S2).
This trend corresponds to a 4.6-fold reduction in
estimated return times of severe events, from
once every 27 years in the early 1980s to once
every 5.9 years in 2016. Thirty-three percent of
return times between recurrent severe bleaching
events since 2000 have been just 1, 2, or 3 years
(Fig. 2D).
Our analysis also reveals strong geographic

patterns in the timing, severity, and return times
of mass bleaching (Fig. 4). TheWestern Atlantic,
which haswarmed earlier than elsewhere (13, 19),
began to experience regular bleaching sooner,
with an average of 4.1 events per location before
1998, compared with 0.4 to 1.6 in other regions
(Fig. 4 and fig. S2). Furthermore, widespread
bleaching (affecting >50% of locations) has now
occurred seven times since 1980 in theWestern
Atlantic, compared to three times for both Austra-
lasia and the Indian Ocean, and only twice in

the Pacific. Over the entire period, the number
of bleaching events has been highest in the
Western Atlantic, with an average of 10 events
per location, two to three times more than in
other regions (Fig. 4).
In the 1980s, bleaching risk was highest in the

Western Atlantic followed by the Pacific, with
the Indian Ocean and Australasia having the
lowest bleaching risk. However, bleaching risk
increasedmost strongly over time in Australasia
and the Middle East, at an intermediate rate in
the Pacific, and slowly in the Western Atlantic
(Fig. 4, fig. S3B, and tables S2 and S3). The return
times between pairs of severe bleaching events
are declining in all regions (fig. S3C), with the
exception of the Western Atlantic, where most
locations have escaped amajor bleaching event
from 2010 to 2016 (Fig. 2D).
We tested the hypothesis that the number of

bleaching events that have occurred so far at each
location is positively related to the level of
postindustrial warming of sea surface temper-
atures that has been experienced there (fig. S4).
However, we found no significant relationship
for any of the four geographic regions, consistent
with each bleaching event being caused by a short-
lived episode of extreme heat (12, 19, 20) that is

superimposed onmuch smaller long-termwarm-
ing trends. Hence, the long-term predictions of
future average warming of sea surface temper-
atures (13) are also unlikely to provide an accu-
rate projection of bleaching risk or the location
of spatial refuges over the next century.
In the coming years anddecades, climate change

will inevitably continue to increase the number
of extreme heating events on coral reefs and fur-
ther drive down the return times between them.
Our analysis indicates that we are already ap-
proaching a scenario in which every hot summer,
with or without an El Niño event, has the poten-
tial to cause bleaching andmortality at a regional
scale. The time between recurrent events is in-
creasingly too short to allow a full recovery of
mature coral assemblages, which generally takes
from 10 to 15 years for the fastest growing species
and far longer for the full complement of life
histories andmorphologies of older assemblages
(21–24). Areas that have so far escaped severe
bleaching are likely to decline further in number
(Fig. 2B), and the size of spatial refuges will di-
minish. These impacts are already underway,
with an increase in average global temperature
of close to 1°C. Hence, 1.5° or 2°C of warming
above preindustrial conditions will inevitably
contribute to further degradation of the world’s
coral reefs (14). The future condition of reefs,
and the ecosystem services they provide to
people, will depend critically on the trajectory
of global emissions and on our diminishing
capacity to build resilience to recurrent high-
frequency bleaching through management of
local stressors (18) before the next bleaching
event occurs.
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Fig. 4. Geographic variation in the timing and intensity of coral bleaching from 1980 to 2016.
(A) Australasia (32 locations). (B) Indian Ocean (24 locations). (C) Pacific Ocean (22 locations).
(D) Western Atlantic (22 locations). For each region, black bars indicate the percentage of locations
that experienced severe bleaching, affecting >30% of corals.White bars indicate the percentage
of locations per region with additional moderate bleaching affecting <30% of corals.
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ECOLOGICAL GENOMICS

Genomic signals of selection predict
climate-driven population declines
in a migratory bird
Rachael A. Bay,1,2* Ryan J. Harrigan,1 Vinh Le Underwood,1 H. Lisle Gibbs,3

Thomas B. Smith,1,4 Kristen Ruegg1,5

The ongoing loss of biodiversity caused by rapid climatic shifts requires accurate models
for predicting species’ responses. Despite evidence that evolutionary adaptation could
mitigate climate change impacts, evolution is rarely integrated into predictive models.
Integrating population genomics and environmental data, we identified genomic variation
associated with climate across the breeding range of the migratory songbird, yellow
warbler (Setophaga petechia). Populations requiring the greatest shifts in allele
frequencies to keep pace with future climate change have experienced the largest
population declines, suggesting that failure to adapt may have already negatively affected
populations. Broadly, our study suggests that the integration of genomic adaptation can
increase the accuracy of future species distribution models and ultimately guide more
effective mitigation efforts.

A
nthropogenic climate change is having a
marked impact on Earth’s biodiversity (1).
Rapid fluctuations in temperature and pre-
cipitation can alter the suitability of par-
ticular regions and in some cases, exceed

the physiological limits of organisms (2, 3). The
mismatch between environment and physiology
can lead to shifts in species ranges, population
declines, or even extinction (4–6). The difference
between these evolutionary outcomes can in part
be determined by the adaptive capacity of a spe-
cies; those that possess standing genetic varia-
tion for climate-related traits are most likely to
have the ability to adapt to rapidly changing en-
vironments (7, 8). Understanding the effects and
distributions of potentially adaptive alleles asso-
ciated with climate can therefore aid efforts to
accurately predict species responses to future
conditions (9), and aid in mitigation efforts.
Although migratory birds are highly sensitive

to climate change (10–12), little is understood
about how populations differ in adaptive capac-
ity. Breeding ranges of North Americanmigrants
have shifted northward (13), butmicroevolutionary
responses associated with these shifts remain
poorly documented. Although genome-wide as-
sociations with climate variables have been shown
to affectmany groups across the tree of life (14–16),
in migratory species it is less clear to what extent

genomic variation is shaped by environmental
variables. Here, we examined the genomic basis
of climate adaptation in aNorthAmericanmigra-
tory bird, the yellow warbler (Setophaga petechia).
Yellow warblers have a broad breeding range
across the United States and Canada and are
common throughout their range, though they
have experienced local population declines and,
in some regions, are listed as a species of concern
(17). Because of their broad distribution, yellow
warblers inhabit a large range of environmental
conditions, making them an ideal system for in-
vestigating variation in local climate adaptation.
We used restriction site–associated DNA se-

quencing (RAD-Seq) to test for signals of selec-
tion across the breeding range. We examined
104,711 single-nucleotide polymorphisms (SNPs)
in 229 individuals from 21 locations (table S1 and
fig. S1), using our assembly of the first yellow
warbler genome (18). Pairwise genetic distance
between locations (FST/1 – FST) was highly cor-
related with geographic distance, suggesting a
strong signal of isolation by distance (Fig. 1A:
Mantel’s r = 0.85, P = 1 × 10–5), consistent with pre-
vious findings using microsatellite loci (19). Anal-
ysis of population structure using ADMIXTURE
found little evidence of substructure, consistent
with strong isolation by distance (fig. S2). Gene-
tic distance was also significantly associatedwith
environmental distance, based on climate varia-
bles, vegetation indices, and elevation, downloaded
from public environmental databases (Fig. 1B:
Mantel’s r = 0.36; P = 0.0006). In a multiple re-
gression of distance matrices, only geographic
distance was significant (MRM: R2 = 0.73; ge-
ography P = 1 × 10–5; environment P = 0.12), sug-
gesting that isolation by distance is the strongest
force structuring genome-wide variation. This re-
sult is not unexpected, however, because environ-
mental adaptation likely affects a small fraction of
the genome (9). We used gradient forest (20), a

machine-learning regression tree-based approach,
to test whether a subset of genomic variation can
be explained by environment and to visualize
climate-associated genetic variation across the
breeding range (Fig. 1, C and D). Strong differ-
ences in environmentally associated genetic var-
iation are apparent across longitude and latitude,
and unique genotype-environment associations
are present in the Rocky Mountains and Coastal
British Columbia. Our results suggest that despite
high dispersal capacity and vagility via annual
migration, yellow warblers exhibit standing ge-
netic variation associated with the environment
among populations and are likely subject to
environmentally mediated selection during the
breeding season.
To investigatewhich populationsmight bemost

vulnerable to future climate change, we defined
themetric “genomic vulnerability” as themismatch
between current and predicted future genomic
variation based on genotype-environment rela-
tionships modeled across contemporary popu-
lations. We followed the method presented in
Fitzpatrick and Keller (21) to calculate genomic
vulnerability using an extension of the gradient
forest analysis. Populations with the greatest mis-
match are least likely to adapt quickly enough to
track future climate shifts, potentially resulting
in population declines or extirpations. Under fu-
ture climate change scenarios [representative
concentration pathways—RCPs—defined by the
Intergovernmental Panel onClimateChange (22)],
the regions with highest genomic vulnerability
stretch from the southern Rocky Mountains to
Alaska, alongwith patchy regions in the Eastern
United States (Fig. 2A). As expected, genomic vul-
nerability increases under more severe climate
change scenarios; under the most extreme sce-
nario (RCP8.0), nearly the entire range is esti-
mated to have high genomic vulnerability (fig. S4).
If future climate change is correlated with

recent shifts (for example, if regional drying over
the last century in some regions will continue
and become more severe), we expect that recent
climate change will have already negatively af-
fected populations with high genomic vulner-
ability. We tested this idea by comparing genomic
vulnerability scores (using 2050 RCP2.6, though
the results were robust to different scenarios; fig.
S4) to population trends estimated from North
American Breeding Bird Surveys (23) (Fig. 2B).
Regions that had higher genomic vulnerability
scores experienced the largest population de-
clines over the past half century [generalized
additive model (GAM): adjusted R2 = 0.101; P <
0.001; Fig. 2C], showing that populations already
in decline are most vulnerable to future climate
change and suggesting that a mismatch between
genomic variation and climate may have already
resulted in negative impacts. We believe that ge-
nomic vulnerability can therefore be used along-
side other known causes of population decline,
such as habitat degradation and avian disease, to
understand and predict population dynamics.
Understanding which environmental variables

are most closely associated with local adaptation
to particular climate conditions and vulnerability
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can prove useful in determining the biological
mechanisms involved in population declines.
Climate variables, especially precipitation mea-
sures, were most strongly associated with gen-
omic variation across the breeding range of
yellow warblers (Fig. 1C). Of the 25 environ-
mental variables tested in the gradient forest
analysis, the top three explanatory variables
were precipitation related: (i) precipitation of
the warmest quarter (BIO18), (ii) seasonality of
precipitation (BIO15), and (iii) precipitation
of the driest quarter (BIO17). Overall, precipita-
tion variableswere most important, followed by
temperature variables and to a lesser extent, veg-
etation and elevation variables, suggesting that
adaptation to precipitation is important on the
breeding grounds.
To investigate the genomic basis of adaptation

across contemporary climate gradients, we iden-
tified genomic regions associated with the top
precipitation-related variables using latent factor
mixedmodels (LFMMs) (24), which test for asso-
ciations between genotypes and environments

while accounting for background population struc-
ture (Fig. 3A and fig. S5). We found 85, 67, and 35
SNPs associated with climate variables BIO18,
BIO15, and BIO17 (described above), respectively
[false discovery rate (FDR)–corrected P < 0.05].
These SNPs were broadly distributed across the
genome, on 27 chromosomes (table S2). For the
13 SNPs associated with all three variables, we
identified 12 adjacent genes with a range of
functions including zinc finger genes (ZNF397
and ZKscan1), peptide secretion (SCT andMUC4),
and transmembrane proteins (CDHR5, SLC25A33,
and TEMEM201). Targeted genotyping using
Fluidigmassays for 17 SNPs associatedwith climate
in the LFMM analysis in an additional 309 birds
at 29 locations independently validated climate
associations in 8 out of 17 SNPs (FDR-corrected
P < 0.05; table S3) withmarginal associations in
an additional two SNPs (FDR-corrected P < 0.1).
One of the strongest associations between geno-

type and climate was upstream of genes with
known function in avian behavior and migra-
tion. A SNP on chromosome 5 was very strongly

associated with all three top environmental var-
iables (LFMM P < 0.001; Fig. 3), and these asso-
ciations were validatedwith Fluidigm assays (P <
0.001; Fig. 3, C andD). Thehighest allele frequencies
at this SNP occurred in the Maritime provinces
of Canada (Nova Scotia and Newfoundland), areas
of high rainfall and low seasonality. This SNP is
upstream of two genes,DRD4 andDEAF1 (Fig. 3B),
that have known associations with migration in
birds (25, 26). The DRD4 gene in particular, a
dopamine receptor, has been extensively stud-
ied for its involvement in novelty-seeking behavior
in primates, fish, and birds (26). Polymorphisms in
this gene are linked to novelty-seeking or explor-
atory behavior in a number of bird species (27, 28),
and linkage blocks extend into the neighboring
DEAF1 gene, a transcription factor involved in
serotonergenic signaling. The exploratory phe-
notype has been linked to dispersal, which is
thought to allow species to occupy new environ-
ments (25), but experimental studies linking be-
havior, genotype, and environment are needed
to fully understand how these variants might
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Fig. 1. Geography and environment explain genomic variation in yel-
low warblers. (A) Pairwise genetic distance (FST/1 – FST) is associated with
geographical distance and (B) environmental distance. (C) Ranked impor-
tance of environmental variables based on gradient forest analysis shows
that climate, especially precipitation, strongly explains genomic variation.

(D) Gradient forest-transformed climate variables show climate adaptation
across the breeding range. Colors are based on principal components
analysis (PCA) of transformed climate variables [(D) inset: loadings of all
variables are shown in fig. S3]. Points on map reflect sampled locations, and
arrows on PCA show the loadings of top climate variables on PCA.
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be involved in climate adaptation. However,
this SNP represents a single locus with sig-
nificant associations between genotype and
environment, but many other highly signifi-
cant candidates exist (table S2), highlighting
the complex and polygenic nature of climate
adaptation.

Expected patterns of environmentally medi-
ated evolution in migratory animals are complex
but could drastically alter predictions of spe-
cies response to climate change. We showed that
standing variation for adaptation to different
climate regimes exists and that natural selection
during breeding months is driving evolutionary

shifts in the genome. High genomic vulnerabil-
ity, or mismatch between current allelic variation
and future environmental conditions, was corre-
lated with a higher likelihood of population de-
cline, suggesting that yellowwarbler populations
may have already experienced some negative im-
pacts of climate change over the past 50 years.

Bay et al., Science 359, 83–86 (2018) 5 January 2018 3 of 4

Fig. 2. Genomic vulnerability to future climate change is associated
with a higher probability of population decline. (A) Genomic vulnera-
bility based on 2050 RCP2.6 projections. (B) Population trend estimates
(percent change per year) for yellow warblers based on North American
Breeding Bird Survey analysis (23). (C) Generalized additive model
(GAM) showing the relationship between population trend and predicted
genomic vulnerability. The black line represents the model fit, and the
shaded area is the 95% confidence interval.

Fig. 3. Genome-wide variation associated
with climate variables. (A) Manhattan plots
show the significance level (FDR-corrected) for
SNP associations with precipitation of the
warmest month (BIO18). Dashed line represents
P = 0.05. Colors distinguish different chromo-
somes, and gray points are SNPs on scaffolds
not anchored to a chromosome. (B) The most
significant SNP association, marked with an
asterisk (*) in (A), is upstream from the DRD4
and DEAF1 genes. (C and D) Correlations
between allele frequency and BIO18 for this
SNP. Samples genotyped by RAD-Seq are
represented as circles, and samples genotyped
with Fluidigm assays are shown as diamonds.
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Our results showhow the integration of genomic,
environmental, and demographic data can pro-
vide a more thorough understanding of future
climate change impacts on a migratory bird spe-
cies. More broadly, we illustrate a new approach
for understanding climate-associated causes of cur-
rent and future declines and an important tool for
making more-informed conservation decisions.
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HIV SUSCEPTIBILITY

Elevated HLA-A expression impairs
HIV control through inhibition of
NKG2A-expressing cells
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The highly polymorphic human leukocyte antigen (HLA) locus encodes cell surface
proteins that are critical for immunity. HLA-A expression levels vary in an allele-dependent
manner, diversifying allele-specific effects beyond peptide-binding preference. Analysis
of 9763 HIV-infected individuals from 21 cohorts shows that higher HLA-A levels confer
poorer control of HIV. Elevated HLA-A expression provides enhanced levels of an
HLA-A–derived signal peptide that specifically binds and determines expression levels of
HLA-E, the ligand for the inhibitory NKG2A natural killer (NK) cell receptor. HLA-B
haplotypes that favor NKG2A-mediated NK cell licensing (i.e., education) exacerbate the
deleterious effect of high HLA-A on HIV control, consistent with NKG2A-mediated
inhibition impairing NK cell clearance of HIV-infected targets. Therapeutic blockade of
HLA-E:NKG2A interaction may yield benefit in HIV disease.

D
iversitywithin regions of human leukocyte
antigen (HLA) class Imolecules that deter-
minepeptide-binding specificity has amajor
impact on human disease pathogenesis.
Variation in expression levels across alleles

of certain HLA genes has also been shown to as-
sociate with disease outcome (1–6), emphasizing
the importance of HLA polymorphism that de-
termines characteristics other thanpeptide spec-
ificity alone. Elevated expression levels of HLA-C
associates with reduced HIV viral load (VL) (1),
resulting, in part, from a greater frequency of cy-
totoxic T lymphocyte (CTL) responses toHLA-C–
restricted peptides with increasing HLA-C. Like
HLA-C, HLA-A alleles vary in expression levels
in an allotype-specific manner (7), but these two
class I loci have many distinguishing character-
istics. ComparedwithHLA-C,HLA-A is expressed
at a 13- to 18-fold higher level on the cell sur-
face (8) and is about twofoldmore polymorphic.
Mechanismsof transcriptional regulation for these

two loci are also distinct under healthy conditions
(7, 9, 10). These and other differences may affect
how these two loci affect human disease.
We verified that the pattern of allele-specific

variation in HLA-A expression levels was not
modified by HIV infection by comparing HLA-A
expression in 243 HIV-uninfected and 162 HIV-
infected ethnicity-matched individuals (fig. S1).
BeingHIV infecteddidnot associatewith a change
in the overall level of HLA-AmRNA expression
(Effectunadjusted = 0.00, SE = 0.07, P =1), nor did
HIV status modify expression estimates for any
single HLA-A allele (interaction P-values were
0.226 to 0.987 for each of the alleles tested). There-
fore, in HIV infection, the gradient in HLA-A ex-
pression level attributable to each allele is similar
to that in healthy individuals.
To test whether HLA-A expression levels are

associated with HIV control, we examined a
pooled data set of 2298 HIV-infected (clade C)
individuals recruited at 11 sites in sub-Saharan

Africa, in which the estimated effect of each HLA
allele on HIV VL measured cross-sectionally has
been reported (11). The HLA-A expression level
of each allele, estimated for black African indi-
viduals, was positively correlated with the esti-
mate of effect of that allele on HIV VL (correlation
coefficient R = 0.54, P = 0.007, Fig. 1A and Table 1).
Next, we sought to validate the discovery of a

deleterious effect of elevated HLA-A expression
level in independent cohorts with prospective
follow-up and of broader demographic back-
ground. We included 62,843 VL measurements
obtained longitudinally over a total of 32,804
person years of antiretroviral therapy–free obser-
vation time (median 2.86 years per individual)
in 5818 individuals enrolled in one of six studies
in the USA or one study in Switzerland (see on-
line methods). We modeled HLA-A expression as
z-scores (equivalent to one standard deviation
change in expression level), using mRNA levels
measured in 436 white and black healthy donors
(table S1). Consistent with the discovery analysis
among sub-Saharan Africans, elevated HLA-A
expression levels were significantly associated
with higher HIV viremia, even after accounting
for the individual allelic effects ofHLA-A, -B, and
-C. For every one z-score increase in HLA-A ex-
pression level, the VL increase over time was
0.06 log10 copies/ml higher (P = 4.4 × 10−19;
Table 1). Grouping individuals by estimatedHLA-
A expression level demonstrates the effect of in-
creasingHLA-A expression on unadjusted HIV VL
(Fig. 1B).
The association between HLA-A expression

level and HIV viremia was independently signif-
icant in each ethnicity stratum (Pwhites = 6.1 ×
10−6; PAfricans/African-Americans = 1.1 × 10−18; and
PHispanic/other = 2.3 × 10−10), notwithstanding
distinctHLA-A allelic frequencies in each ethnic
group. Among 2019 donors enrolled during acute,
early HIV infection with known dates of sero-
conversion, elevated HLA-A expression was sim-
ilarly associated with higher VL (P = 2.5 × 10−9),
confirming that this finding is unlikely to be con-
founded by frailty bias.HLA-A expression level was
associated with a spectrum of alternative HIV
outcomes, including elevatedmean VL (P = 9.3 ×
10−12) and odds of being an HIV noncontroller
(HIV VL >10,000 copies/ml) relative to being a
controller (HIV VL <2000 copies/ml) (P = 9.2 ×
10−11). Furthermore, among 2100 individuals for
whom longitudinal CD4+ T cell count measures
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wereavailable, higherHLA-Aexpressionwasstrong-
ly, and substantially, associated with reduced
CD4+ T cell counts (Table 1). The effects ofHLA-A
expression levels on VL and CD4 count were stable
over time (Fig. 1, B and C), consistent with a tem-
porally sustained mechanism. Finally, we ex-
amined apartially nonoverlapping (39.1%of donors
were not included in the VL analyses) collec-
tion of five natural-history cohorts, including 1159
antiretroviral-naïve individuals followed prospec-
tively after HIV infection. Even in this limited
sample, elevated HLA-A expression was associ-
ated with accelerated progression to AIDS1987
(P = 0.04) and progression to CD4+ T cell count
of <200 cells/ml (P = 0.02), again after adjusting
for all individual HLA alleles.
HLA-A expression levels vary across alleles in

a continuousmanner, indicatingmultiple polymor-
phic regulatory sites that together determine the
expression level of any given allele. As no single
variant controlsHLA-A expression levels, genome-
wide association studies (GWAS) are not expected
to detect such effects. Using formalHLA-A typing
results, we inferred expression level for 3057 white,
Hispanic, and black individuals included in the
International HIV Controllers GWAS (12) (40%
of whom were not included in any of the analy-
ses described above).HLA-A expression was sig-
nificantly associatedwithHIV elite controller or
noncontroller status even after adjusting for
population structure (P = 2.7 × 10−5). This ob-
servation emphasizes a limitation of GWAS when
the combined effects of multiple genetic variants
determine a phenotype.

Next, we sought to determine the likely mech-
anism(s) for the finding that elevated HLA-A
expression associates with impairedHIV control.
HLA-E serves as a ligand for the strongly inhi-
bitory receptor CD94/NKG2A expressed on both
natural killer (NK) cells and T cells. Expression of
HLA-E is dependent on stable binding of a signal
peptide derived from the leader sequence ofHLA-
A, -B and -C molecules (residues –22 to −14 rel-
ative to the mature protein) (13, 14). Methionine
at position 2 of the signal peptide (residue −21)
stabilizes and promotes HLA-E expression, and
all HLA-A and -C allotypes are fixed for methi-
onine, whereasHLA-B contains a polymorphism
that encodes either methionine (−21M) or thre-
onine (−21T) at this position (15, 16).UnlikeHLA-A,
there is minimal variance in HLA-B transcrip-
tional levels across alleles and individuals (17), so
HLA-E expression is expected to vary not as a
consequence of differences inHLA-B expression
levels, but rather as a result of HLA-B –21M/T
variation. Accordingly, HLA-B −21M enhances
HLA-E expression level in a copy-dependent
manner (15). We tested whether HLA-A expres-
sion levelsmay similarly be associatedwithHLA-
E expression levels. Among 58 healthy donors,
higher predicted HLA-A expression levels, and
therefore higher HLA-A–derived signal peptide,
was significantly correlated with higher HLA-E
expression levels on the cell surface, indepen-
dently of the reported effects of HLA-B –21 (Fig.
2A and table S2).
HLA-E has two common allelic variants denoted

E*01:01 and E*01:03, reportedly varying in peptide

affinities, peptide repertoires, and surface expres-
sion levels (18). AlthoughHLA-E*01:03 associates
with higher surface expression in univariate analy-
ses, this association was not significant after ad-
justing for HLA-B –21 and HLA-A genotypes
(table S2). As HLA-E*01:03 and HLA-B –21M
alleles are in significant linkage disequilibrium
(D′ = 0.52), the increased peptide supply attri-
butable to HLA-B –21M and HLA-A expression
level likely account for higher expression of HLA-
E*01:03, rather than the variant distinguishing HLA-
E*01:03 from – E*01:01. Accordingly, HLA-E
variants did not show independent association
with HIV outcomes (table S3). Similarly, addition
of HLA-E genotype to a model fitting HLA-A ex-
pression and HLA-B –21M (and their interaction)
was inferior to a model excludingHLA-E genotype
in explaining HIV viremia.
The responsiveness of NK cells varies accord-

ing to the presence of inhibitory-receptor/HLA
pairs because of a process termed NK cell edu-
cation or licensing (19). Accordingly, quantitative
variation inHLA expressionmay influence target
cell recognition through both ligand density
variation and licensing modulation. The HLA-B
–21M/T variant distinguishes between two sets
ofHLA haplotypes that have differential effects
on NK cell education, where −21Mmarks hap-
lotypes that bias toward NKG2A-mediated edu-
cation and −21T marks alternative haplotypes
that bias towardKIR (killer cell immunoglobulin-
like receptor)–mediatededucation (15). The reported
linkage disequilibrium betweenHLA-B –21M and
HLA-B Bw6/HLA-C group1 alleles that interact

Ramsuran et al., Science 359, 86–90 (2018) 5 January 2018 2 of 5

3.0

3.5

4.0

0 500 1000 1500
Days following HIV seroconversion or enrolment

H
IV

 V
L

 (
lo

g
10

 c
o

p
ie

s/
m

l)

HLA-A expression 
level (z-scores)

−2:-1
−1:0
0:1

HLA-A expression level (regression estimate)

400

500

600

700

0 500 1000 1500C
D

4+
 T

-c
el

l c
o

u
n

t 
(c

el
ls

/μ
l)

Days following HIV seroconversion or enrolment

1:2

HLA-A expression 
level (z-scores)

−2:-1
−1:0
0:1
1:2

−0.2

−0.1

0.0

0.1

0.25 0.50 0.75

N
100
200
300
400

R=0.54, p=0.007
E

ff
ec

t 
o

n
 H

IV
 V

L
 

(l
o

g
10

 c
o

p
ie

s/
m

l)

Fig. 1. Elevated HLA-A expression levels are associated with increased
HIV viremia and reduced CD4+ Tcell counts. (A) Data represent 2298
HIV-infected individuals from South Africa, Botswana, and Zambia,
enrolled at 11 sites with cross-sectionally measured VLs. Each dot
represents the average estimated expression level for a specific HLA-A
allele by that allele’s reported effect on cross-sectional VL (11). A linear
regression line is shown in blue with 95% confidence interval in gray. The

size of each point is scaled by the number of contributing alleles; however,
the correlation estimate is not weighted. (B) HIV viremia among 5818 HIV-
infected adults and (C) CD4+ Tcell counts among 2100 HIV-infected adults
followed prospectively and grouped according to one-unit z-score change
in HLA-A expression. VLs are plotted against time following seroconversion
or date of enrollment (censored at ~5 years). In (B) and (C), lines are best
fit (LOWESS lines) to unadjusted VL or CD4 counts.
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poorly with KIR is evident in our cohort (fig. S2).
Using a ligand-independent activation assay de-
signed tomeasureNKcell licensing,NKG2A+/KIR–

NKcells fromHLA-B–21MM+ donorsweremore
responsive than NKG2A–/KIR+ NK cells from the
same donors (Pwilcoxon = 1.5 × 10−6), and notably,
the strength of licensing among NKG2A+/KIR–

NK cells correlated withHLA-A expression level
(R = 0.69, P = 0.03; Fig. 2B). Conversely, KIR+/
NKG2A–NK cells were more strongly licensed in
HLA-B –21TT donors (P= 1.1 × 10−5), and this was
not correlatedwithHLA-A expression. Thus,HLA
haplotypes characterized by both HLA-B –21M
and high HLA-A genotypes, which provide high-
est levels of HLA-E epitope, strongly bias toward
NKG2A-mediated education.
We next tested whether variation in HLA-A

expression alters NK cell responses toward HIV-

infected target cells, and whether this varies ac-
cording to HLA-B –21 genotype. IncreasingHLA-
A expression was significantly correlated with
greater inhibition of NK cell degranulation ex-
clusively among HLA-B –21MM donors, when
target cells were HIV infected and the autologous
effector NK cells necessarily expressed NKG2A
(R = −0.77, P = 0.016, Fig. 2C). These data ex-
tend previous observations (20).
We reasoned that the genetic epidemiological

effect of HLA-A expression level on impairing
HIV control may vary according to HLA-B –21
genotype. We examined the two extremes in
variation of NK cell education demarcated by
HLA-B –21 MM versus TT, although education
varies across a continuum (21). Haplotypes tagged
by HLA-B –21M exacerbate the deleterious effect
ofHLA-A expression on HIV viremia (interaction

P = 5.3 × 10−9), regardless of ethnicity (Fig. 3). The
effect ofHLA-A expression level onHIV viremia is
of greater magnitude in individuals with two
HLA-Bmethionine-encoding alleles [VLeffect-MM =
0.22, 95% confidence interval (CI) 0.17–0.26 log10
copies/ml per one z-score, P = 1.5 × 10−21] than
in donors with two threonine-encoding HLA-B
alleles (VLeffect-TT = 0.06, 95% CI 0.04–0.08 log10
copies/ml per one z-score, P = 1.8 × 10−9). The
independent effect of HLA-B –21M varied across
Caucasians and Africans/African Americans
(fig. S4), perhaps owing to substantial differences
inHLAhaplotypes inAfricans. InanHLA-B–21M/M
individual, decrease in HLA-A expression by two
z-scores (0.44log10 copies/ml lower VL) is com-
parable inmagnitude to the effect of the presence
ofHLA-B*57 (0.41 log10 copies/ml lower VL in the
same data set).
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Table 1. HLA-A expression level is associated with impaired HIV control and is robust to multiple outcome definitions, and subset analyses across
9763 independent individuals of varying geographic and ethnic background. Effect estimates denote the effect of one z-score (i.e. one standard

deviation) increase in HLA-A expression on the outcome denoted.

Study Outcome measure Modeling approach n Effect estimate

per HLA-A z-score

increase

95% CI P-value

Cross-sectional discovery studies
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pooled analysis of 2298 individuals

from 11 African sites (11). Black

individuals only.

Viral load (log10
copies/ml)

Spearman correlation

of VL effect and

expression level for

23 HLA-A alleles

2298 volunteers Spearman R = 0.54 NA‡ 0.007

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Prospective validation studies with longitudinal follow-up
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pooled analysis of 5818 individuals

from six U.S. cohorts (ACTG,

ALIVE, MACS, MHRP, Ragon,

SCOPE) and one Swiss cohort

(SWISS). Pooled data from

3442 white, 1497 black,

233 Hispanic, 60 Asian,

14 other, and 572 of mixed

or other ancestry.

Longitudinal viral

load (VL)

Mixed effects-linear*

.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

All individuals 62,843 VL in 5,818

volunteers

0.06 log10
copies/ml

0.05:0.08 4.4 × 10–19

.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Known date of

seroconversion

21,817 VL in 2,019

volunteers

0.06 log10
copies/ml

0.04:0.08 2.5 × 10–9

.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Mean viral load (mVL) Mixed effects-linear* 5,818 mVL in

5,818 volunteers

0.14 log10 copies/ml 0.10:0.18 9.3 × 10–12

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Controller/non-controller Mixed effects-binomial* 2011 controller/

2997 noncontroller

OR§ = 1.30 1.20:1.42 9.2 × 10–11

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

CD4+ Tcell count (cells/ml) Mixed effects-linear* 56,415 CD4

counts in 2,100

volunteers

–37.8 cells/ml –41.3:34.2 5.9 × 10–94

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Prospective natural history validation studies
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pooled analysis of 1159 individuals

from five U.S. sites (ALIVE,

MACS, MHCS, SFCCC and

DCGCS). Pooled data from

white, black, Hispanic or

other ethnicities.

Time to AIDS

(CDC 1987)

Mixed effects-Cox* 1159 at-risk individuals,

433 events

HR|| = 1.25 1.01:1.55 0.04

.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Time to CD4 <200 cells/ml Mixed effects-Cox* 1159 at-risk individuals,

537 events

HR = 1.24 1.03:1.49 0.02

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Reanalysis of broad HIV case-control genome-wide association study
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pooled analysis of 3057 white,

Hispanic, and black ethnicities.

Controller/

non-controller

Logistic-regression† 737 controller/

2300 noncontroller

OR = 1.29 1.14:1.45 2.7 × 10−5

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*HLA-A, -B, and -C alleles, and timing of viral load measurements (for prospective studies) were taken into account by being coded as random effects. †For GWAS
analysis, population structure was adjusted for using the top five principal components. ‡NA, not applicable. §OR, odds ratio. ||HR, hazard ratio.
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Taken together, these data support amodel of
increasedHLA-A expression having a deleterious
effect on HIV control through enhanced HLA-E
expression that results in increased NKG2A-
mediated NK (and/or T cell) inhibition, and im-
paired elimination of HIV-infected target cells.
HIV is capable of avoiding both T cell and NK

cell recognition of infected host cells. HIV Nef-
mediated reduction of HLA-A and -B (22) surface
expression and Vpu-mediated reduction of HLA-C
(23) likely serve to reduce antigen presentation
and T cell killing of infected targets. These viral
mechanisms occur posttranslationally (22, 23)
and should not affect the contribution of HLA
class I signal peptides to enhancing HLA-E ex-
pression. This in turn may serve to allow conti-

nued evasion of NK cell responses through
enhanced NKG2A inhibition among those indi-
viduals with HLA haplotypes that provide ample
signal peptide to bind HLA-E. HIV encodes a pep-
tide (AISPRTLNA, AA9) that may further exploit
the inhibitory effects of HLA-E, but discrepancies
regarding the effects of this peptide on HLA-E
expression, NKG2A binding, and NK cell killing
have been reported (24, 25). NKG2A-expressing
CD8 T cells are involved in antiviral responses (26),
but the functional assays that we used are not
appropriate for evaluating CD8+ T cell responses,
and thus, we cannot rule out a role for CD8 T
cells in the genetic data presented herein. Al-
though NKG2C, an activating receptor that also
binds HLA-E (27), may play some role in the path-

way that we delineate, signaling through NKG2A
dominates and overrides NKG2C signaling (28).
These data show that expression level var-

iation participates in the complex patterns of
HLA associations in HIV disease, a pattern re-
cognized for class I in other species (29). Block-
ade of HLA-E:NKG2A–mediated inhibition in vivo
is a therapeutic strategy being explored through
clinical trials of an antibody against NKG2A
(monalizumab) for treatment of rheumatoid
arthritis (NCT02331875), cancer (NCT 02557516,
NCT02643550, NCT02459301, NCT02671435), and
stem-cell transplantation (NCT02921685), be-
cause a role for HLA-E–mediated immunosuppres-
sion is recognized in these disorders (30, 31). Our
data suggest that antagonizing HLA-E/NKG2A
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Fig. 2. HLA-A expression and HLA-B –21M
regulate HLA-E expression, resulting in
biased licensing of NKG2A-expressing NK
cells that are impaired in their killing of
HIV-infected target cells. (A) HLA-E expression
according to HLA-A expression and HLA-B –21M
in 58 HIV-uninfected donors. Each dot represents
HLA-E expression levels (expressed as median
signal intensity on a linear scale), as determined by
CyTOF (15), and imputed HLA-A expression
(z-score) (Rpearson = 0.43; 95% CI 0.20–0.62; P =
5 × 10−4). (B) NKG2A+ NK cell licensing varies by
HLA-A expression and HLA-B –21M. Peripheral
blood mononuclear cells (PBMCs) from 10 HLA-B
–21M/M and 10 HLA-B –21T/T donors were
coincubated with Raji cells pretreated with mouse
antibody (2.5 mg/ml) against human CD20 for
6 hours to probe NK cell licensing and education.
Each point represents the proportion of IFN-g+ NK
cells from each individual that are NKG2A+/KIR–

(triangles) or KIR+/NKG2A– (circles) as a function
of HLA-A expression. Dotted and solid lines
show best fit lines for NKG2A+ and KIR+ subsets,
respectively. The association between NK cell
responsiveness and HLA-A expression for NKG2A+

NK cells in HLA-B –21M/M donors was Rpearson =
0.69 (95% CI 0.10–0.92), P = 0.03; all other
correlations were not significant. (C) PBMCs from
9 HLA-B –21M/M and 9 HLA-B –21T/T donors
were cocultured for 6 hours with autologous T cell
blasts that were left uninfected or were infected
with HIV [vesicular stomatitis virus G glycoprotein
(VSV-G) pseudotyped NL4-3] and stained for
CD107A, a marker of NK cell degranulation (see
fig. S3 for gating strategy). HLA-A expression was
formally measured in these T cell blasts by
quantitative polymerase chain reaction and is
expressed relative to b2M expression levels. Plots
show individual proportions of NK cells expressing
CD107a among NKG2A+KIR– and NKG2A–KIR–

subsets. A best fit line is shown for significantly
correlated observations. Red and black lines and
dots denote TT and MM donors, respectively.
The association between NKG2A+KIR– NK cell
response to HIV-infected target cells, and HLA-A
expression in HLA-B –21M/M donors was Rpearson =
–0.77 (95% CI –0.21 to –0.95), P = 0.02; all
other correlations were not significant.
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interactions, perhaps in combination with other
therapies, may provide benefit in HIV disease.
This might be an attractive approach in HIV
cure strategies. Genetic validation of NKG2A
as a therapeutic target in additional diseases by
testing for effects of HLA-A and HLA-B –21 geno-
types may rationalize the use of anti-NKG2A
therapy in other disorders.
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Fig. 3. The effect of HLA-A expression on
HIV VL is modified by HLA-B alleles encoding
methionine at position –21 in the signal
peptide.The magnitude of effect (slope) of
HLA-A expression on HIV viral load is stronger
among individuals with HLA-B –21 MM (VL from
428 individuals, black line, VLeffect-MM = 0.22 log10
copies/ml, P = 1.5 × 10−21 adjusted for HLA-A,
-B, and -C) compared with HLA-B TT (VL from
3071 individuals, red line, VLeffect-TT = 0.06 log10
copies/ml, P = 1.8 × 10−9 adjusted for HLA-A,
-B, and -C). Interaction P = 5.3 × 10−9. Gray
shading represents 95% CI of the linear estimate.
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CANCER IMMUNOTHERAPY

The commensal microbiome is
associated with anti–PD-1 efficacy in
metastatic melanoma patients
Vyara Matson,1* Jessica Fessler,1* Riyue Bao,2,3* Tara Chongsuwat,4 Yuanyuan Zha,4

Maria-Luisa Alegre,4 Jason J. Luke,4 Thomas F. Gajewski1,4†

Anti–PD-1–based immunotherapy has had a major impact on cancer treatment but has
only benefited a subset of patients. Among the variables that could contribute to
interpatient heterogeneity is differential composition of the patients’ microbiome, which
has been shown to affect antitumor immunity and immunotherapy efficacy in preclinical
mouse models. We analyzed baseline stool samples from metastatic melanoma patients
before immunotherapy treatment, through an integration of 16S ribosomal RNA gene
sequencing, metagenomic shotgun sequencing, and quantitative polymerase chain
reaction for selected bacteria. A significant association was observed between commensal
microbial composition and clinical response. Bacterial species more abundant in
responders included Bifidobacterium longum, Collinsella aerofaciens, and Enterococcus
faecium. Reconstitution of germ-free mice with fecal material from responding patients
could lead to improved tumor control, augmented T cell responses, and greater efficacy of
anti–PD-L1 therapy. Our results suggest that the commensal microbiome may have a
mechanistic impact on antitumor immunity in human cancer patients.

T
he therapeutic efficacy of immunothera-
pies targeting the PD-1/PD-L1 interaction is
favored in patients who show evidence of a
T cell–inflamed tumormicroenvironment at
baseline (1, 2). Therefore, host and tumor

factors that regulate themagnitude of endogenous
immune priming and T cell infiltration into the
tumor microenvironment are being sought as an
opportunity to further expand therapeutic efficacy
(3). Preclinical studies have indicated that the
composition of the commensal microbiome could
exert a major influence; mice with favorable mi-
crobiota showed far greater therapeutic activity
of anti–PD-L1 treatment than did mice with an
unfavorable microbiome, and this benefit could
be transferred by cohousing or fecal transplant
(4). These observations prompted an analogous
analysis of the humanmicrobiomewith respect to
therapeutic efficacy of anti–PD-1 in cancer patients.
To evaluatewhether commensal bacterial com-

positionmight be associated with clinical efficacy
of PD-1 blockade immunotherapy, stool samples
were collected from 42 patients before treatment
as part of a multidimensional biomarker analysis
inmetastatic melanoma. Themajority of patients
received an anti–PD-1 regimen; four patients re-
ceivedanti–CTLA-4 treatment, but thedownstream
data conclusions did not change with the removal
of these subjects, so they were retained in the
analysis. Clinical response rate was determined

in a blinded manner from biomarker results by
using Response Evaluation Criteria In Solid
Tumors (RECIST) version 1.1. There were 16
responders (from here on, referred to as R) and
26 nonresponders (NR), yielding a response rate
of 38%, which is in line with published clinical
data of anti–PD-1 therapy in metastatic mela-
noma patients (5, 6). No major differences in
patient characteristics were observed in R versus
NR, except a borderline difference in prior (but
not current) smoking history (table S1).
To determine whether the composition of the

commensal microbiota is associated with clinical
response, we integrated three methods for DNA
sequence–based bacterial identification (fig. S1A).
First, using 16S ribosomal RNA (rRNA) gene
amplicon sequencing, we identified operational
taxonomic units (OTUs) with taxonomic assign-
ment present at different abundance in R versus
NR (table S2). We used a Basic Local Alignment
Search Tool (BLAST) search of the 16S sequences
against the National Center for Biotechnology
Information (NCBI) database to reveal potential
species-level identities (table S3). Further level of
confidence in species identification was gained
by matching the OTUs from the 16S data set to
species-level identities revealed through metage-
nomic shotgun sequencing (table S4). We used
species-specific quantitative polymerase chain
reaction (PCR) for those candidate species having
previously validated primers (table S5). Compared
with the 16S analysis, themetagenomic sequencing
yielded a smaller number of species differentially
represented in R versus NR, which overlapped
with the 16S results (table S6). Treating these
assays as a screen formaximizing the number of
candidate species, we used the 16S sequenc-
ing method as a starting point in our analysis.

After removing OTUs present in less than 10%
of the samples, the 16S sequencing revealed
62OTUs of different abundance in R versus NR
[P < 0.05, unadjusted, permutation test with
Quantitative Insights Into Microbial Ecology
(QIIME)] (table S2). Hierarchical clustering of
samples based on relative abundance of these
OTUs revealed that most patients were accurately
grouped according to clinical response (fig. S2).
Clustering of patients within each clinical group
is depicted in Fig. 1A. Thirty-nine OTUs were
more abundant in R, and 23 were more abun-
dant in NR. One BifidobacteriaceaeOTU was sig-
nificantly more abundant in R, and a second
Bifidobacteriaceae OTU (559527) had borderline
significance (P = 0.058, unadjusted) and was in-
cluded in the analyses (total = 63 OTUs). This
observation recapitulates our previous findings
that associated Bifidobacteriaceae family mem-
berswith improved immune-mediated tumor con-
trol and efficacy of anti–PD-L1 therapy inmice (4).
A principal component analysis (PCA) of the 63
OTUs revealed separation of R fromNR (Fig. 1B).
A BLAST search of the 63 OTUs against the

NCBI database of bacterial sequences returned
for most OTUs multiple species with ≥98% iden-
tity (table S3). To gain more accurate species-
level characterization, the same samples were
subjected to metagenomic shotgun sequencing
(available for 39 of the 42 samples). Illumina
paired-end readswere assigned tomicrobial clades
and analyzed for closest matches to the 63 OTUs
identified with 16S sequencing. Potential species
matches were identified for 43 of the original 63
OTUs (table S4). Species-specific quantitative PCR
assays were performed as an additional approach
to assess the identity of species, for which suffi-
ciently validated quantitative PCR primers were
available (table S5). Thus, integration of the three
methods led to the selection of 10 species differ-
entially enriched in R versus NR. Eight of these
weremore abundant in R—Enterococcus faecium,
Collinsellaaerofaciens,Bifidobacteriumadolescentis,
Klebsiella pneumoniae, Veillonella parvula,
Parabacteroides merdae, Lactobacillus sp., and
Bifidobacterium longum—whereas twoweremore
abundant in NR: Ruminococcus obeum and
Roseburia intestinalis. As an example, the inte-
grative analysis for B. longum (OTU 559627) is
depicted in Fig. 2, A to C. Similar correlation analy-
ses for the remaining nine species are depicted in
figs. S3 and S4. Quantitative PCR results for these
10 specieswere integrated into a summation quan-
titative PCR score for each patient, which was
significantly higher in responders (P = 0.004)
(Fig. 2D).
This list of species is likely an underestimate of

the total number of entities showing differential
abundance in R versus NR because of the strin-
gency of this composite analysis. For example,
Akkermansia muciniphila OTU (185186), in line
with the study of anti–PD-1 efficacy in epithelial
cancers by Routy et al. (7), was detected bymeans
of 16S sequencing in four patients, and all were
responders, but statistical analysis of the entire
cohort is limited by the number of samples above
the detection threshold. As an alternative way to
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represent the aggregate data toward development
of a candidate predictive biomarker, the total
numbers of potentially “beneficial” and “non-
beneficial” OTUs were scored for each patient
(fig. S5), and a ratiowas calculated.When plotted
against the absolute change in tumor size as
assessed with RECIST, a clean correlation was
observed so that patients with a ratio over 1.5 all
showed clinical response (Fig. 2E). These results
suggest that the commensal microbiota compo-
sition might be useful as a biomarker to predict
response to checkpoint blockade therapy, which
motivated comparison with other candidate pre-
dictive biomarkers. Archived pretreatment tumor
specimens that passed quality control were avail-
able for 15 patients (5 R, 10NR).Microbial compo-
sition remained significantly different in R versus
NR for this subset (P < 0.01) (fig. S6, A and B).
Exome sequencing followed by enumeration of
nonsynonymous somatic mutations showed a
trend of higher frequency in R, as did levels of
PD-L1 and PD-1 mRNA (fig. S6, C to E) and
enumeration of baseline CD8+ T cells by means
of immunohistochemistry (fig. S6F). Although
these trends not reaching statistical significance
level of 0.05 were likely limited by sample size,
themicrobiota parameters stillmarkedly separated
responders and nonresponders.
The strong correlation between commensal

bacteria and clinical response to immunotherapy
suggested a potential causal effect, in light of data
demonstrating an immune-potentiating impact of
the microbiome inmouse tumormodels (4, 8–10).
To investigate the capability of human commensal
microbes to potentiate antitumor T cell responses,
we used germ-free (GF)mice as recipients.We had
previously reported that spontaneous immune-
mediated tumor control in Taconic mice could
be improved by means of fecal microbiota trans-
fer from mice obtained from a different vendor,
the Jackson Laboratories (4). In setting up the
current model, we found that B16.SIY melanoma
tumor growth in GF mice was similar to that in
specific pathogen–free (SPF) mice (both from
Taconic), and colonization of GF mice with feces
fromTaconic SPFmice did not affect this baseline
growth rate (fig. S8). These results suggest a re-
duced spontaneous immune-mediated tumor con-
trol inherent to GF mice, which makes them
suitable recipients for human-derived microbiota,
with an opportunity to detect improved anti-
tumor immunity depending on microbial com-
position. Fecal material was transferred from
three R and three NR into cohorts of GF mice
(Fig. 1A and figs. S2, S5, and S7), followed by
implantation of B16.SIY melanoma cells 2 weeks
later. The human microbiota–colonized mouse
groups segregated into two phenotypes with re-
spect to tumor growth rate: (i) a faster growing
group and (ii) a slower growing group (Fig. 3A).
Two of three mouse cohorts reconstituted with
R fecal material had slower baseline tumor
growth, and two of the three cohorts reconstituted
from NR showed faster baseline tumor growth.
Thus, the ability of the human microbiota to
support improved tumor control in mice usually,
but not always, paralleled the clinical response to

anti–PD-1 seen in the donor patient. Achieving
slower tumor growth with fecal transplant alone
is similar to previous mouse studies, in which
transfer of feces from Jackson into Taconic mice
was sufficient for a partial therapeutic effect owing
to a more favorable microbiome (4).
Composition of bacterial taxa that successfully

reconstituted mice and fidelity to the original
human donor were assessed with 16S rRNA gene
amplicon sequencing. Groups C and D, which
did not show the same pattern of tumor control
as the therapeutic outcome in the original hu-
man donors, showed a large degree of difference
of microbiota composition from the original hu-
man donors (fig. S9). In agreement, a binary Bray-
Curtis dissimilarity index for each donor/recipient

pair was highest, at 0.7, for cohorts C andD versus
0.5 to 0.6 for the rest of the groups. We conclude
that whereas reconstitution of GF mice with hu-
man fecal material often recapitulates the micro-
bial composition and the phenotype of the human
donor, in some cases there is a high degree of drift
so that some bacteria expand and others contract
to a degree that is sufficient to change phenotype.
Nonetheless, for the reconstituted GF mice that
do recapitulate the clinical outcomeof the original
donor, this model system may be useful for the
ultimate isolation of specific bacteria that regulate
antitumor immunity in vivo.
We focused on mouse groups A and B for

further mechanistic studies. There was a high
level of consistency between repeated experiments,

Matson et al., Science 359, 104–108 (2018) 5 January 2018 2 of 5

Fig. 1. Distinct commensal microbial communities
in anti–PD-1 responding patients and nonrespond-
ing patients as assessed with 16S rRNA gene
amplicon sequencing. (A) Relative abundance of
differentially abundant taxa in responders versus non-
responders; 62 OTUs were identified as different with
P < 0.05 (unadjusted, permutation test). An additional
OTU 559527 (arrow) identified as Bifidobacteriaceae
approached significance (P = 0.058). Hierarchical
clustering of the samples was performed within each
clinical group. Individual samples are organized in
columns, labeled with patient identification number.
Asterisks indicate samples used in further in vivo
experiments. The ID of de novo assembled OTUs (new
clean-up reference OTUs picked with QIIME) were
abbreviated to show only the individual identifier digits, and the full OTU IDs are provided in table S4.
(B) PCA of relative abundance of the 63 OTUs shown in Fig. 1A.
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both with respect to tumor growth rate and
microbial colonization (Fig. 3B, group A1 versus
A2 and B1 versus B2 comparisons). To determine
whether the difference in tumor control could be
attributed to host immunity, interferon-g (IFN-g)
enzyme-linked immunosorbent spot (ELISPOT)
of ex vivo SIY-stimulated splenocytes was per-
formed and indicated an increased frequency of
activated T cells fromRmicrobiota-reconstituted
mice 3 weeks after inoculation with B16.SIY mel-
anoma cells (Fig. 3C). Analysis of the tumormicro-

environment also showed a significantly greater
number of SIY-specific CD8+ T cells, but not of
FoxP3+CD4+ regulatory T cells, in these mice (Fig.
3, D and E), which is consistent with increased
priming of tumor antigen–specific CD8+ T cells.
Anti–PD-L1 was markedly efficacious in mice col-
onized with R microbiota yet completely ineffec-
tive in NR-derived mice (Fig. 3F), demonstrating
a profound impact of the commensal microbiota
on immunotherapy efficacy in vivo. Interroga-
tion of fecal DNA from these mice by means of

quantitative PCR recapitulated the results from
our analysis of patients. Of the PCR reactions
validated in patients, six were observed in re-
constituted mice, with the same pattern of en-
richment as was seen in patients (Fig. 2G).
Together, our data suggest that the composi-

tion of the commensal microbiota in patients is
associated with therapeutic efficacy of anti–
PD-1 monoclonal antibody (mAb). Although
B. longum was one commensal identified in the
current study that had also been found inmouse

Matson et al., Science 359, 104–108 (2018) 5 January 2018 3 of 5

Fig. 2. Identification of commensal bacte-
rial species associated with patient clinical
response to anti–PD-1 therapy. (A) Spearman’s
correlation coefficients between the relative
abundances of Bifidobacteriaceae OTU 559527
from the 16S data set and species-level
identities suggested by shotgun sequencing.
The species profiled with shotgun sequencing
were compared with the taxonomy of OTUs
generated from 16S sequencing at the family
level. (B) Spearman’s correlation between
abundance of OTU 559527 from the 16S data
set and B. longum identified by means of
metagenomics shotgun sequencing analysis
(left) and quantitative PCR (right). Shaded
band indicates 95% confidence interval (CI)
of the values fitted by linear regression.
(C) Relative abundance in responders (R)
versus nonresponders (NR) of OTU 559527
(16S sequencing; left), B. longum
(shotgun sequencing; middle), and B. longum
(quantitative PCR; right). LD, limit of
detection. (D) Quantitative PCR score
representing aggregate data for the relative
abundances of 10 species correlated to
OTUs with differential abundance in
R versus NR. Wilcoxon-Mann-Whitney test
(nonparametric) was used to compare
quantitative PCR score between R and
NR groups. (E) Ratio of beneficial to
nonbeneficial OTU numbers for each patient
versus the patient’s RECIST aggregate
tumor measurement change. Dashed lines
label RECIST% = –30 and ratio = 1.5. Only
the 43 16S OTUs confirmed with shotgun
metagenomic sequencing were included.
P < 0.05 was considered statistically
significant; *P < 0.05, **P < 0.01,
***P < 0.001, ****P < 0.0001.
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models to be associated with improved immune-
mediated tumor control (4), it seems likely that
multiple specific bacteria may contribute to im-
proved antitumor immunity in patients. In addi-
tion to the panel of bacteria overrepresented in
responders, several OTUs were overrepresented
in nonresponders, and prior work in mice has
indicated that some commensals have the poten-
tial tobe immune-inhibitory—for example, through
the induction of FoxP3+ regulatory T cells (11, 12).
In addition, our current cohort suggested that a
ratio of “beneficial”OTUs to “nonbeneficial”OTUs

was the strongest predictor of clinical response.
This may indicate that a higher frequency of
beneficial bacteria, together with a lower frequen-
cy of bacteria with negative impact, may combine
for the most favorable clinical outcome.
Several of the bacterial species that were iden-

tified in the current study to be differentially abun-
dant in responding versus nonrespondingpatients
have been examined previously for mechanistic
impact on host immune responses in GF mice
in vivo (13). Monocolonization with several spe-
cies found to be at increased frequency in our

responders—includingE. faecium,C. aerofaciens,
B. adolescentis, and P. merdae—were reported to
result in a decreased frequency of peripherally de-
rived colonic regulatory T cells as compared with
that of other bacterial species. An increased fre-
quency of the Batf3-lineage dendritic cells (DCs)
and greater T helper cell 1 (TH1) responses were
also found with bacteria currently identified to
be more abundant in responders (13). Decreased
regulatory T cells, increased Batf3 DCs, and aug-
mented TH1responses would all be expected to im-
prove immune-mediated tumor control. Although

Matson et al., Science 359, 104–108 (2018) 5 January 2018 4 of 5

Fig. 3. Human commensal communities
modulate antitumor immunity in a mouse
melanoma model. GF mice were gavaged
with fecal material from three responder
(P28, P34, and P09) and three nonresponder
(P06, P21, and P11) patient donors. (A) B16.
SIY melanoma was injected subcutaneously
2 weeks after gavage; tumor growth data are
from one (groups C, D, E, and F) or two
experiments (groups A and B) with 7 to
11 mice per group per experiment. Error bars
represent mean + SEM. (B) Relative abun-
dance of 207 OTUs from patient donors that
colonized in mice and were differentially
abundant between slow- and fast-tumor-
growth groups. Columns depict individual
mice arranged in groups A through
F. Groups A1, B1, A2, and B2 are from two
independent duplicate experiments. Rows
indicate individual OTUs with exact reference
ID match between human and mouse 16S
rRNA data sets. (C) In groups A and B,
ex vivo activation of splenocytes by SIY
peptide was measured with IFN-g
ELISPOT 3 weeks after tumor injection.
(D and E) Tumor-infiltrating SIY-specific CD8+

T cells (D) and FoxP3+ regulatory T cells
(E) were enumerated with flow cytometry.
(F) Efficacy of anti–PD-L1 therapy was
determined in groups A and B. Data are from
one experiment with 7 or 8 mice per group.
(G) Relative abundance in mouse groups A
and B of key species validated for quantitative
PCR scoring. Six out of the 10 species are
shown that gave positive PCR signals. The
remaining four species were absent from
these particular recipient groups. Tumor
growth curves were analyzed with two-way
analysis of variance by Tukey’s multiple com-
parisons post-test; flow cytometry
and quantitative PCR data were analyzed
by Wilcoxon-Mann-Whitney test
(nonparametric). P < 0.05 was considered
statistically significant; *P < 0.05, **P < 0.01,
***P < 0.001, ****P < 0.0001.
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care should be taken extrapolating these results
in the setting of a complex microbiota, the data
suggest that patient responder–associated bac-
teria may have a distinct effect on innate and
adaptive immunity both locally and systemically.
Two additional studies have identified an asso-

ciation of the commensal microbiome with anti–
PD-1 mAb efficacy in different solid cancers (7, 14).
Our approaches differ in the method of segre-
gation of patients between R and NR groups and
in some methods of analysis. Therefore, direct
comparison of the differentially enriched com-
mensal microbiota in R and NR patients across
publications should be addressed with caution.
Nonetheless, there is agreement with respect to a
mechanistic impact of the microbiome on effica-
cy of anti–PD-1 immunotherapy because fecal
transfer from R versus NR patients to GF mice
was also able to recapitulate the patient phenotype.
In addition to the microbiome, it is apparent

that additional tumor and host factors can affect
the efficacy of antitumor immunity and cancer
immunotherapy. Tumor-intrinsic activation of the
Wnt/b-catenin pathway (15) and deletion ormuta-
tion of Pten (16) have been shown to lead to
deficient T cell infiltration into the tumor micro-
environment and resistance to checkpoint block-
ade immunotherapy. Germline polymorphisms in
immune regulatory genes also have the potential
to influence the magnitude of spontaneous anti-
tumor T cell responses (17). Our results described

here open the avenue for integrating commensal
microbial composition, alongwith tumorgenomics
and germline genetics, into a multiparameter
model with which to maximize the ability of
predictingwhich patients are likely to respond to
immunotherapies such as anti–PD-1.

REFERENCES AND NOTES

1. P. C. Tumeh et al., Nature 515, 568–571 (2014).
2. M. Ayers et al., J. Clin. Invest. 127, 2930–2940 (2017).
3. L. Corrales, V. Matson, B. Flood, S. Spranger, T. F. Gajewski,

Cell Res. 27, 96–108 (2017).
4. A. Sivan et al., Science 350, 1084–1089 (2015).
5. S. L. Topalian et al., N. Engl. J. Med. 366, 2443–2454

(2012).
6. C. Robert et al., N. Engl. J. Med. 372, 2521–2532 (2015).
7. B. Routy et al., Science 359, 91–97 (2018).
8. R. Daillère et al., Immunity 45, 931–943 (2016).
9. N. Iida et al., Science 342, 967–970 (2013).
10. M. Vétizou et al., Science 350, 1079–1084 (2015).
11. K. Atarashi et al., Science 331, 337–341 (2011).
12. J. L. Round, S. K. Mazmanian, Proc. Natl. Acad. Sci. U.S.A. 107,

12204–12209 (2010).
13. N. Geva-Zatorsky et al., Cell 168, 928–943.e11 (2017).
14. V. Gopalakrishnan et al., Science eaan4236 (2017).
15. S. Spranger, R. Bao, T. F. Gajewski, Nature 523, 231–235

(2015).
16. W. Peng et al., Cancer Discov. 6, 202–216 (2016).
17. S. Ugurel et al., Cancer Immunol. Immunother. 57, 685–691

(2008).

ACKNOWLEDGMENTS

We thank E. Chang, A. Sivan, C. Nagler, L. Huang, P. Bleda-Ferre,
N. Hubert, Z. Early, and B. Theriault for helpful discussions and
M. Jarsulic, B. Choy, N. Martinec, S. Owens, S. Greenwald,
H. Morrison, and J. Polinski for technical assistance. This work was

supported by NIH grant R35 CA210098, a Team Science Award
from the Melanoma Research Alliance, the American Cancer
Society–Jules L. Plangere Jr. Family Foundation Professorship in
Cancer Immunotherapy, funds from the University of Chicago
Medicine Comprehensive Cancer Center, the University of Chicago
Cancer Biology Training program (T32 CA009594), and The
Center for Research Informatics of The University of Chicago
Biological Science Division. The bioinformatics analysis was
performed on Gardner High-Performance Computing clusters at
Center for Research Informatics, Biological Sciences Division. Data
reported in this study are tabulated in the main text and
supplementary materials. The 16S and shotgun sequencing were
performed at the Argonne National Laboratory and the University
of Chicago-affiliated Marine Biological Laboratory, respectively;
data files were deposited into The NCBI Sequence Read Archive
(SRA) and are available under the accession no. SRP116709.
Custom code and additional processed data used in this study
are publicly available on GitHub at https://github.com/cribioinfo/
sci2017_analysis. T.F.G. is an advisory board member for
Roche-Genentech, Merck, Abbvie, Bayer, Aduro, and Fog Pharma.
T.F.G. receives research support from Roche-Genentech, BMS, Merck,
Incyte, Seattle Genetics, and Ono. T.F.G. is a shareholder/cofounder
of Jounce Therapeutics. The University of Chicago holds a licensing
arrangement with Evelo. T.F.G is an inventor on U.S. patent
US20160354416 A1 submitted by the University of Chicago that
covers the use the microbiota to improve cancer immunotherapy.
J.J.L. is a consultant to and receives research funding from
Bristol-Myers Squibb and Merck.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/359/6371/104/suppl/DC1
Materials and Methods
Figs. S1 to S9
Tables S1 to S6
References (18–53)

9 July 2017; accepted 13 November 2017
10.1126/science.aao3290

Matson et al., Science 359, 104–108 (2018) 5 January 2018 5 of 5

RESEARCH | REPORT
on January 4, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

https://github.com/cribioinfo/sci2017_analysis
https://github.com/cribioinfo/sci2017_analysis
http://www.sciencemag.org/content/359/6371/104/suppl/DC1
http://science.sciencemag.org/


Cite as: L. Kabeche et al., Science 

10.1126/science.aan6490 (2017).  

 
 

First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 1

   

 

γ

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 2 

 

μ

μ

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 3 

 

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://dx.doi.org/10.1146/annurev-genet-121415-121658
http://dx.doi.org/10.1146/annurev-genet-121415-121658
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27617969&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10691732&dopt=Abstract
http://dx.doi.org/10.1016/S0092-8674(02)01113-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12526805&dopt=Abstract
http://dx.doi.org/10.1016/j.molcel.2015.07.029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26365377&dopt=Abstract
http://dx.doi.org/10.1038/nrm2718
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19546858&dopt=Abstract
http://dx.doi.org/10.1016/j.cub.2010.01.034
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20334839&dopt=Abstract
http://dx.doi.org/10.1016/j.celrep.2013.10.027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24268773&dopt=Abstract
http://dx.doi.org/10.1016/j.gde.2014.03.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24795279&dopt=Abstract
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 4 

 

 

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://dx.doi.org/10.1038/nature16139
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26633632&dopt=Abstract
http://dx.doi.org/10.1074/jbc.M311128200
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=14722118&dopt=Abstract
http://dx.doi.org/10.1083/jcb.200208091
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12719470&dopt=Abstract
http://dx.doi.org/10.1016/j.cub.2006.07.022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16950108&dopt=Abstract
http://dx.doi.org/10.1016/j.tcb.2010.10.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21106376&dopt=Abstract
http://dx.doi.org/10.1083/jcb.201104023
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22024163&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12154071&dopt=Abstract
http://dx.doi.org/10.1126/science.1083430
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12791985&dopt=Abstract
http://dx.doi.org/10.1016/j.cell.2016.09.053
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27912056&dopt=Abstract
http://dx.doi.org/10.1038/nrg3961
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26370899&dopt=Abstract
http://dx.doi.org/10.1016/j.molcel.2013.10.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24211264&dopt=Abstract
http://dx.doi.org/10.1016/j.molcel.2017.01.029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28257700&dopt=Abstract
http://dx.doi.org/10.1074/jbc.M009676200
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11319219&dopt=Abstract
http://dx.doi.org/10.1073/pnas.1108705109
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22308327&dopt=Abstract
http://dx.doi.org/10.1146/annurev-genet-110711-155419
http://dx.doi.org/10.1146/annurev-genet-110711-155419
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22974300&dopt=Abstract
http://dx.doi.org/10.1038/ncb3344
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27111843&dopt=Abstract
http://dx.doi.org/10.1093/emboj/cdf567
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12411508&dopt=Abstract
http://dx.doi.org/10.1016/j.devcel.2007.01.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17276342&dopt=Abstract
http://dx.doi.org/10.1038/ncb2897
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24366029&dopt=Abstract
http://dx.doi.org/10.1172/JCI59954
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22466654&dopt=Abstract
http://dx.doi.org/10.1038/nrc3916
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25907220&dopt=Abstract
http://dx.doi.org/10.1016/j.molcel.2012.01.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22387027&dopt=Abstract
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 5 

 

 

  

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 6 

 

  

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 7 

 

 

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 8 

 

  

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 23 November 2017  www.sciencemag.org  (Page numbers not final at time of first release) 9 

 

 

on N
ovem

ber 23, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


IMMUNOLOGY

S1P-dependent interorgan trafficking
of group 2 innate lymphoid cells
supports host defense
Yuefeng Huang,1*† Kairui Mao,2* Xi Chen,1 Ming-an Sun,3 Takeshi Kawabe,1

Weizhe Li,2 Nicholas Usher,1,4 Jinfang Zhu,1 Joseph F. Urban Jr.,5

William E. Paul,1‡ Ronald N. Germain1,2†

Innate lymphoid cells (ILCs) are innate counterparts of adaptive T lymphocytes, contributing
to host defense, tissue repair, metabolic homeostasis, and inflammatory diseases. ILCs
have been considered to be tissue-resident cells, but whether ILCs move between tissue sites
during infection has been unclear.We show here that interleukin-25– or helminth-induced
inflammatory ILC2s are circulating cells that arise from resting ILC2s residing in intestinal
lamina propria. They migrate to diverse tissues based on sphingosine 1-phosphate
(S1P)–mediated chemotaxis that promotes lymphatic entry, bloodcirculation, andaccumulation
in peripheral sites, including the lung, where they contribute to anti-helminth defense and
tissue repair.This ILC2 expansion andmigration is a behavioral parallel to the antigen-driven
proliferation and migration of adaptive lymphocytes to effector sites and indicates that
ILCs complement adaptive immunity by providing both local and distant tissue protection
during infection.

I
nnate lymphoid cells (ILCs) (1, 2) lack antigen-
specific receptors but, upon suitable stimula-
tion, produce effector cytokines that parallel
thosemade by antigen-induced T helper sub-
sets (3). Various ILC progenitors have been

identified in fetal liver and bone marrow (4),
whereas mature ILCs are abundant in mucosal
tissues and provide immune protection against
pathogens early in infection (5–8). ILCs are also
found in nonmucosal sites, such as secondary
lymphoid tissues, and canmediate the transition
from innate to adaptive immune responses (9, 10)
while also playing important roles in epithelial
tissue repair (11), fat metabolism (12, 13), and tu-
mor immune surveillance (14). One issue that re-
mains incompletely explored involves the specific
origin(s) of ILCs present in diverse tissue sites
and whether mature ILCs move between sites
when infection demands. This is of special im-
portance in the case of ILC2s and helminthic
infections, because the latter typically involve dif-
ferent tissues such as the intestinal tract and
lungs. Here we show that inflammatory ILC2s
(iILC2s) (15) induced by helminths or the cyto-
kine interleukin-25 (IL-25) migrate between tis-
sues in response to activating signals. We also
show how this migration is mediated and dem-

onstrate the important role of such interorgan
trafficking in host defense.
To probe the origin of tissue-resident ILCs, we

monitored their numbers in the lung and small
intestine of mice from postnatal day 1 through
adulthood. On day 1, a few hundred GATA-3hi

ILC2s and RORgt+ ILC3s each were detected in
the lungs (fig. S1A) and small intestine (fig. S1B).
ILC2s, but not ILC3s, dramatically increased in
number in the lung in the first week after birth
and became the dominant ILC population, ex-
panding further over the subsequent 3 weeks
(fig. S1A). The greatest increase in ILCs in the
small intestine occurred 2 to 4 weeks after birth
(fig. S1B), the same time period that gut mi-
crobiota diversity increases. The percentage of
Ki-67+ ILCs was ~80% on day 1 after birth, then
decreased to a stable 5 to 10% in adults. This rep-
resents a lower proliferation rate relative to CD4
T cells, of which 20 to 30%were Ki-67+ in adults
(fig. S1, C and D).
ILCs are generally considered to be tissue-

resident cells (16, 17). To further study ILC local-
ization in the steady state and during infection,
parabiotic mice were used. Given the substantial
effects of commensal bacteria on the host im-
mune system, antibiotics were administered for
only 2weeks after surgery. A 50:50 exchange rate
in blood leukocytes was observed 1 week after
surgery (fig. S2A), and lung and intestinal CD4
T cells showed exchange rates of 50:50 and 30:70
to 40:60, respectively, 2 months after surgery
(fig. S2B). In contrast, lung ILC2s and intestinal
ILC3s did not appreciably exchange between the
two partners even 6 to 8 months after surgery
(Fig. 1, A and B), suggesting that these ILC sub-
sets are largely self-maintained and that pro-
genitors in bonemarrow contribute little to their
numbers in the steady state. Although intestinal

ILC2 exchangewas barely detected at 2months,
a modest but significant increase to a ~10% ex-
change rate was observed at 6 to 8 months after
surgery (Fig. 1B). ILC2s inmesenteric lymphnodes
(MLNs) showed a 20% exchange rate, whereas
ILC3s in the MLNs did not exchange (Fig. 1C).
Thus, although other ILC2 or ILC3 subsets ap-
pear to be self-maintained, intestinal ILC2s are
refreshed at a low rate in the steady state.
We recently reported the existence of a lineage-

negative (Lin−), KLRG1hi ILC2 population that is
induced in the lung, liver,MLNs, and spleen after
treatment with IL-25 or inoculation with infec-
tive third-stageNippostrongylus brasiliensis lar-
vae (L3) (15). These iILC2s are distinct from the
ILC2s that naturally reside in the lung (nILC2s)
(18). However, the source of iILC2s in various
organs remained undetermined. Thus, we inves-
tigated ILC2 activation andmigration in response
to IL-25 treatment. Intranasal administration
of IL-25 did not elicit iILC2s in the lung, whereas
intraperitoneal (i.p.) injection of IL-25 induced
the appearance of KLRG1hi ST2− iILC2s (Fig. 1D),
suggesting the absence of iILC2 precursors in
the lungs. In vivo antibody labeling was per-
formed in CD45.1+ CD45.2+ mice treated with
IL-25. nILC2s were not labeled acutely by in-
jected antibodies, indicating that they reside in
parenchymal lung tissue. In contrast, like CD4
T cells, a large number of iILC2s were labeled,
suggesting that they exist in the vascular space
and circulate in the blood stream (Fig. 1E).
A parabioticmousemodel was used to further

address the issue of iILC2 recirculation. After
IL-25 i.p. injection into the CD45.1+ mouse of a
parabiotic pair, KLRG1hi iILC2s were found in
the lungs of both the CD45.1+ mouse and its
CD45.2+ partner (Fig. 1F). Notably, the majority
of iILC2s in the lung and liver, 50% of iILC2s in
the spleen, and 25% of iILC2s in MLNs in the
CD45.2+ mouse were derived from its CD45.1+

partner (Fig. 1F and fig. S3, A to C), indicating
that they are circulating cells. In contrast, Thy1hi

nILC2s in the lung were endogenously derived
(Fig. 1F), suggesting that they did not circulate
upon IL-25 treatment. Very few CD45.2+ iILC2s
were found in the lung and liver (Fig. 1F and fig.
S3A), possibly owing to the short half-life of ex-
ogenous IL-25 circulating via the blood to the
partnermouse. Although IL-33 treatment induced
lung nILC2 proliferation in both animals (Fig.
1G), based on increasedKi-67 expression (fig. S1C),
nILC2 transfer between the parabiotic animals
did not occur, indicating that these cells do not
enter the circulation. Consistent with the IL-25
treatment data, 5 days after the inoculation of
both parabiotic partners with N. brasiliensis L3,
35% of iILC2s in the lung were derived from the
partner mouse, whereas the majority of nILC2s
were endogenous (Fig. 1H). Thus, IL-25– or
N. brasiliensis–induced iILC2s are circulating
cells, distinct from tissue-resident ILC subsets.
To identify the source of circulating iILC2s,

total leukocytes were isolated from different
CD45.1+ Rag1−/− mouse tissues and then trans-
ferred into CD45.2+ Rag1−/− mice; this was fol-
lowed by IL-25 treatment. Unexpectedly, cells

RESEARCH

Huang et al., Science 359, 114–119 (2018) 5 January 2018 1 of 6

1Laboratory of Immunology, National Institute of Allergy and
Infectious Diseases (NIAID), National Institutes of Health,
Bethesda, MD 20892, USA. 2Laboratory of Systems Biology,
NIAID, National Institutes of Health, Bethesda, MD 20892, USA.
3Eunice Kennedy Shriver National Institute of Child Health and
Human Development, National Institutes of Health, Bethesda,
MD 20892, USA. 4Department of Undergraduate Biology, Cornell
University, Ithaca, NY 14853, USA. 5Diet, Genomics, and
Immunology Laboratory, Beltsville Human Nutrition Research
Center, Agricultural Research Service, U.S. Department of
Agriculture (USDA), Beltsville, MD 20705, USA.
*These authors contributed equally to this work.
†Corresponding author. Email: yuefeng.huang@nih.gov (Y.H.);
rgermain@niaid.nih.gov (R.N.G.) ‡Deceased.

on January 4, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


from small intestine lamina propria (siLP) gave
rise to high numbers of rapidly proliferating
iILC2s in the lungs of the recipients, whereas
transferred bone marrow cells gave rise to few
iILC2s, and lung cells gave rise to none (Fig. 2A).
This suggested that the intestine contains an
enriched source of “pre-iILC2s.” siLP leukocytes
were then divided into three groups, and similar
cell transfer experiments were performed. Only
KLRG1+ ILC2s from the siLP could give rise to
iILC2s in the lung of recipients—neither Lin+ cells
norKLRG1− ILCs coulddo so (Fig. 2B)—suggesting
that IL-25–induced iILC2s in peripheral sites are
derived from intestinal ILC2s. In addition, we pu-
rified lung nILC2s, bonemarrow (BM) ILC2 pro-
genitors, and siLP ILC2s and transferred equal
numbers of these populations to recipients; we
then administered IL-25 treatment. Intestinal
ILC2s weremuchmore efficient in giving rise to
iILC2s than were BM ILC2 progenitors. Most
iILC2s in the recipients were Ki-67+, indicating
that they were proliferating rather than just phe-
notypically converted from donor cells (Fig. 2C).
Although BM ILC2 progenitors may contribute

to peripheral responses in chronic conditions,
they are unlikely to be themajor source of iILC2s
during acute helminthic infections, owing to the
lack of local IL-25 producers such as the tuft cells
of the gastrointestinal tract (19–21).
Flow cytometry revealed that IL-25–induced

iILC2s and siLP ILC2s possess similar surface-
marker phenotypes (Fig. 2D). To further char-
acterize ILC2 populations, we examined the
transcriptomes of BM ILC2 progenitors, lung
nILC2s, IL-33–activated lung nILC2s, intestinal
ILC2s, IL-25–induced lung iILC2s, andMLN iILC2s
by RNA sequencing (RNA-seq). Despite the dif-
ference in location, lung and MLN iILC2s have
very similar transcriptome profiles (Fig. 2E). In-
testinal ILC2s showed the closest resemblance in
gene expression pattern to iILC2s, providing addi-
tional evidence that the source of IL-25–induced
iILC2s is intestinal ILC2s. Activated lung nILC2s
and lung iILC2s showed highly distinct gene ex-
pression patterns, although theywere in the same
tissue (Fig. 2F). iILC2s producemore IL-13, where-
as nILC2s producemore IL-9.We also found that
iILC2s express high levels of CCR9 and some

inhibitory receptors such as KLRG1 and TIGIT.
In addition,we found that iILC2s produce IL-17A,
which is consistent with our previous findings
(15), whereas nILC2s express a higher level of the
receptor (IL-18R1) and receptor-associated pro-
tein (IL-1RAcP) involved in responses to IL-18 and
IL-1 (Fig. 2F), cytokines that are important for
the conversion of lung ILC2s into ILC1s (22–24).
iILC2s appear in the lungs during the early

stage of pulmonary N. brasiliensis larval migra-
tion and disappear after the expulsion of adult
worms from the intestine (15). Inparabioticmouse
experiments, KLRG1hi iILC2s were no longer de-
tected in the lungs 12 days after a 3-day IL-25
treatment. However, among lung nILC2s in the
untreated CD45.2+ mouse partner, ~10% were
CD45.1+ (fig. S4A). Among lung nILC2s, ~16%
were derived from the parabiotic donor 20 days
after inoculation ofN. brasiliensis into both part-
ners (fig. S4B), suggesting that iILC2s can con-
tribute to the lung nILC2 pool late in infection.
Notably, among siLP ILC2s of the CD45.2+mouse,
~40%were CD45.1+ (fig. S4A). iILC2s were found
to express high levels of integrin a4b7 (25) and
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Fig. 1. IL-25– or helminthic infection–induced inflammatory ILC2s are
circulating cells that differ from tissue-resident ILCs. (A to C) CD45.1+

andCD45.2+mice were surgically connected to generate parabiotic partners.
Percentages of host-derived cells were analyzed among ILC2s and ILC3s 2
to 3 weeks, 2 months, and 6 to 8 months after surgery. ILC2s were gated
as lineage-negative (Lin–) CD127+ GATA-3hi, and ILC3s were gated as
Lin– CD127+ RORgt+. MLNs, mesenteric lymph nodes. (D) B6 mice
were treated with IL-25 intranasally or intraperitoneally (i.p.) daily for
3 days. Lung leukocytes were then analyzed by flow cytometry. Cells
were gated on CD45.2+ Lin– CD127+. (E) CD45.1+ CD45.2+ mice were
treated with IL-25 i.p. daily for 3 days. Mice were intravenously injected with
phycoerythrin-labeled antibodies against CD45.1 and euthanized

5 minutes later for analysis of CD45.2 on Lin– CD127+ ST2+ KLRG1int naturally
lung-residing ILC2s (nILC2s), Lin– CD127+ ST2− KLRG1hi inflammatory ILC2s
(iILC2s), andCD4+ Tcells in the lungswithout perfusion. (FandG) Twomonths
after surgery, the CD45.1+ partner of each parabiotic pair was treated i.p.
with IL-25 (F) or IL-33 (G) daily for 3 days.Cells in the lungswere then analyzed.
nILC2s were gated as Lin– CD127+ Thy1hi KLRG1int, and iILC2s were gated
as Lin– CD127+ Thy1lo KLRG1hi. (H) Two months after surgery, both mice
in each parabiotic pair were inoculated with ~200 infective N. brasiliensis
larvae (L3). Cells in the lungs were analyzed on day 5 postinoculation.
Means ± SEM from six to eight mice at each time point in (A) to (C) and from
three mice in (D). ****P ≤ 0.0001; NS, not significant; unpaired two-tailed
t test. Results are representative of at least two independent experiments.
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gut-homing receptor CCR9 (26) (fig. S4C), suggest-
ing that iILC2s also have the potential to return
to the gut after infection. CD62L expression was
detected on iILC2s in the MLNs, but not in the
lung. Thus, iILC2s present in peripheral sites are
a transient cell population, converting into nILC2s
in tissues such as the lung and/ormigrating back
to the gut.
To gain mechanistic insight into the effects of

IL-25 on siLP pre-iILC2s and the control of their
exit into the circulation, we used confocal imag-
ing. The coexpression of GATA-3 and KLRG1
confirmed that KLRG1 is a reliable marker for
intestinal ILC2s (fig. S5). In the steady state,
CD3− KLRG1+ ILC2s predominantly resided in
the lamina propria, and only a small fraction
were Ki-67+ (Fig. 3A, left). Thirty-six hours after
IL-25 treatment, more than 50% of ILC2s were
Ki-67+. Sixty hours after IL-25 treatment, ILC2
numbers dramatically increased, and the major-
ity were Ki-67+ (Fig. 3, A and B). Intestinal ILC2s
expressed substantial levels of cell-surface CD69,

whereas levels in circulating iILC2s were lower
(Fig. 3C). CD69 has an important role in the con-
trol of T cell migration between tissues. It is high-
ly expressed on tissue-resident memory T cells,
prolonging their residency, and on activatedT cells
in lymph nodes during the sequestration phase
shortly after the initiation of an immune response.
In contrast, its expression on trafficking T cells
is low (27). Given that KLRG1hi ILC2s were pre-
sent inmany peripheral sites 60 hours after IL-25
administration (fig. S3C), we hypothesized that
activated intestinal ILC2s behave like activated
T cells in lymph nodes, crossing the lymphatic
endothelium, entering lymphatics, and entering
the blood circulation. When Lyve-1 staining was
used to delineate lymphatic vessels (28), KLRG1+

ILC2s were observed within these vessels in the
villi of IL-25–treated mice but not of naïve mice
(Fig. 3D). Three-dimensional image reconstruc-
tion confirmed the localization of ILC2s with-
in, rather than adjacent to, the lymphatic vessels
(movie S1). iILC2swere also detected in peripher-

al blood 60 hours after IL-25 treatment (Fig. 3E).
Thus, intestinal ILC2s rapidly proliferate after
IL-25 stimulation and enter lymphatic vessels
and then the blood, accumulating as iILC2s in
many peripheral sites.
G protein–coupled sphingosine 1-phosphate

(S1P) receptors are required for T lymphocyte
egress from lymphoid organs across lymphatic
endothelial barriers (29, 30). Thus, we examined
the possible role of this chemotactic pathway in
ILCmigration. ILC2s or ILC3s in naïvemice did
not express S1P receptors, but IL-25–induced
iILC2s in the lung and MLNs, like CD4 T cells,
expressed S1PR1 and S1PR4 (Fig. 4A). iILC2s in
MLNs also expressed S1PR5 (Fig. 4A), which has
been reported to be expressed on natural killer
cells (31). FTY720, which antagonizes the S1P-
signaling pathway, did not affect IL-25–induced
intestinal ILC2 proliferation (Fig. 4, B and C) but
blocked iILC2 accumulation in the lung, liver,
and spleen and partially blocked iILC2 accumu-
lation in MLNs (Fig. 4D). This is consistent with
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the tissue-specific differences in CD69 expres-
sion (Fig. 3C) (27, 32). Together, these results in-
dicate that iILC2 cells use a similar molecular
mechanism to that of conventional CD4+ and
CD8+ T cells, which regulates their exit from tis-
sues into the lymph as theymove to a distant site
of effector activity.
IL-25R+ ILC2 progenitors were recently iden-

tified in bone marrow (33). Thus, we addressed
the relationship between BM ILC2 progenitors
and iILC2s. IL-25R+ progenitors expressed ST2
but not KLRG1 in naïve mice (fig. S6, A and B).
IL-25 treatment not only expanded the progen-
itor population, but also induced ST2−KLRG1hi

iILC2s in the bonemarrow (fig. S6B). FTY720 did
not affect the expansion of ILC2 progenitors but
abolished the presence of iILC2s in bonemarrow
(fig. S6, B and C). These results indicate that in-
testinally derived iILC2s can infiltrate the bone
marrow and highlight the distinction between
iILC2 and BM ILC2 progenitors.

Last, we investigated the physiological impli-
cations of ILC2 migratory responses during anti-
helminth immunity. Inoculation of conventional
Rag1−/− mice with N. brasiliensis established a
chronic adult worm infection in the intestine,
which was cleared by the administration of IL-25
(Fig. 4E), suggesting that an increase in iILC2
numbers is sufficient to expel the worms even in
the absence of adaptive lymphocytes. Parasitic
N. brasiliensis L3 pass through the lungs early in
the infection and cause inflammation and tissue
damage. FTY720 treatment ofRag1−/−mice inoc-
ulatedwith a dose of 500 L3 resulted in the death
of 80% of the mice at early stages of infection
(Fig. 4F). Thismortality was largely prevented by
the transfer of iILC2s into the circulating pool
before FTY720 treatment, which compensated
for the drug-induced blockade of endogenous
iILC2s in the lung. Larvae were observed in the
lungs (arrows) on day 5, and severe epithelial de-
structionwas noted (asterisks) on day 8 postinoc-

ulation in FTY720-treatedmice not given adoptive
cell therapy (Fig. 4G). Prolongedworm residency
and tissue damage could be prevented by iILC2
transfer. Furthermore, iILC2swere found to express
higher levels of amphiregulin—a key contributor to
epithelial tissue repair during infection—compared
with nILC2s (Fig. 4H). Thus, intestinally derived
iILC2s accumulate in the lung in a S1P-dependent
manner and provide crucial protection at the
early stage of infection, contributing to worm
clearance, tissue repair, and host survival.
Here we have characterized in detail a distinct

cell population that resides in the gut but can
migrate to the lung and other distal sites and
make substantial contributions to host defense.
Tissue-resident ILC2s undergo interorganmigra-
tion, a property essential to their protective role in
infection. This study also shows that epithelium-
resident ILC2s move into lymphatics in a S1P-
dependent manner by the same mechanism
previously described for adaptive lymphocytes
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egressing from secondary lymphoid tissues. We
hypothesize that S1P-dependent dissemination
of activated effectors fromone tissue through the
lymphatics and blood to a distant site of infec-
tion evolved as a mechanism within the innate
lymphoid system, which was later grafted onto
the emerging adaptive system, rather than being
a late development of the T cell adaptive immune
system. Last, the ability of FTY720 to block ILC2
dissemination suggests that the immunosuppres-
sive effects of this drug that have been attributed

solely to the blockade of adaptive T cell migra-
tion from lymph nodes and the spleen need to
be reassessed.
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Collaboration across the Paciˇc: China-U.S. partnership seeks to improve
Earth system predictions at high resolution

There is a pressing need to develop a new advanced modeling
framework for high-resolution multiscale Earth system
predictions.We have already seen that climate variations impact
the likelihood and intensity of extremeweather, including tropical
cyclones, heat waves, winter storms, droughts, foods, and coastal
sea-level rise. Such events have profound effects on human
well-being, particularly as it relates to agriculture, energy use,
industrial activity,marine ecosystems, and coastal sustainability,
with economic impacts in the billions of dollars.

In order to address this need, Qingdao National Laboratory
for Marine Science and Technology (QNLM), Texas A&M
University (TAMU), and the U.S. National Center for
Atmospheric Research (NCAR) are collaborating to establish
the International Laboratory for High-Resolution Earth System
Prediction (iHESP). This international collaboration has the
potential to yield enormous social, economic, and environmental
benefts, making it an extremely valuable effort for policymakers
and stakeholders. The new laboratory will play a fundamental
role in moving Earth System science and prediction forward
by combining the expertise of these three renowned research
institutions to pursue transformational efforts in the development
of high resolution Earth System models.

The newmodeling framework and products that iHESP intends
to develop will be critical to formulating solutions for risks
associated with rapidly changing environmental conditions
across the planet, including those associated with climate
variability on subseasonal to decadal timescales. iHESP seeks to
provide reliable information at both global and regional levels,
thereby helping decision makers around theworld to implement
more effective policies.

QNLM, a hitherto unique national laboratory, was launched in
2015with Professor, LixinWu, Fellow of theChineseAcademy
of Sciences, as its director.Acomprehensive,world-classmarine
science institution,QNLM pools innovative resources and teams
for original research, to boost the nationís capacity for innovation
and to take the lead in marine science and technology. Jointly
supported by national and local government, QNLM focuses

on basic and applied research, and especially the development
of cutting-edge technology. The research areas cover ocean
dynamics and climate change, marine life processes and
bioresource utilization, benthic processes andmineral resources,
evolution and protection of marine ecological environments,
extreme environments and resources in deep sea and polar
oceans, and marine technologies and equipment. QNLM has
launched one of the worldís fastest marine research computers,
and created a research vessel sharing system, including the
manned submersible Jiaolong. Sticking to the principles of
ìopenness, mobility, collaboration, sharing,î and as part of
its internationalization strategy, QNLM vigorously advances
the construction of a global collaborative innovation network.
In cooperation with Australiaís Commonwealth Scientific
and Industrial Research Organization (CSIRO), QNLM has
established theCentre forSouthernHemisphereOceansResearch
(CSHOR), to collaborate on the southern hemisphere oceans
and Antarctic observation and research. To respond to the
many challenges facing ocean science today, QNLM actively
participates in building the international network for cooperation
and exchange, holding theGlobalOcean Summit to promote the
sharing of knowledge, experience, and infrastructure.

LixinWu,
Director of QNLM
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TAMU, located in College Station, Texas, and established in
1876, is the fagship school of the Texas A&M system. The
fourth-largest university in the U.S. and the largest in Texas, it
is one of 17 U.S. universities to be designated a land-grant, sea-
grant, and space-grant university. TAMU is also one of the few
universities in theUnited States to have a college of geosciences
that encompasses a broad range of disciplines in Earth system
science, including oceanography, atmospheric sciences, geology
and geophysics, and geography, as well as the International
Ocean Discovery Program (IODP)óa U.S. National Science
Foundationñfunded internationalmarine research collaboration
dedicated to advancing scientifc understanding of the Earth
through drilling, coring, and monitoring the subsea floor.
Together, these academic departments and research centers
have brought TAMU a wide range of talents and capabilities in
Earth system science, positioning it extremely well to deal with
challenges in integrated research.

NCAR, which is the U.S. National Science Foundationís oldest
and largest federally funded research and development center, is
one ofworldís premiere centers in atmospheric andEarth system
science. Established in 1960, NCARís mission is to understand
the behavior of the atmosphere and related Earth and geospace
systems; to support, enhance, and extend the capabilities of the
university community and the broader scientifc community,
nationally and internationally; and to foster the transfer of
knowledge and technology for the betterment of human life.
NCAR is committed to the continued advancement of Earth
system modeling, improved predictive capabilities, and more
effective applications of these advances to societal needs.
Through this new international laboratory, and in collaboration
with the broader research community, NCAR will be able to
accelerate its progress on these strategic objectives, thereby
enhancing its ability to bring relevant and objective information
to national and international decisions onmitigation, adaptation,
resiliency, and sustainability.

iHESP is anticipated to begin operations in January 2018.
Its overarching objective is to accelerate efforts in: (1) high-
resolution ocean andEarth systemmodel development; (2) high-
resolution ocean and Earth system simulation and prediction;
and (3) advancing scientifc understanding of interactions among
different Earth System components across different space and
timescales.

The specifc science goals of iHESP for the next fve years are
as follows:

1) Assess and quantify the role of mesoscale ocean eddies
and their interactions with the atmosphere and sea-ice in
climate variability, predictability, and prediction by carrying
out an unprecedented ensemble of present and future climate
simulations at high resolution;

2) Develop a new advanced modeling framework for high-
resolution regional and global Earth system predictions at
subseasonal to decadal timescales by focusing on:

ï Advancing ocean component of Earth system models with
improved upper-ocean mixing processes, including surface
wave and tidal effects, as well as other unresolved small-scale
dynamics;

ï Developing a new online coupled data assimilation capability
for high-resolution regional and globalEarth systemmodels; and

ï Enhancing the Community Earth System Model (CESM)
coupling software framework by developing a set of online
nesting tools for dynamical downscaling through nesting of a
regional CESM version within the global CESM.

Today, as innovative resources are actively exchanged among
the global marine science community at an unprecedented
rate, open science and collaboration have become an important
mode for international science and technology innovation and
development. It is believed that iHESP will quickly develop
into a world-class research center for Earth system modeling
and prediction, greatly benefting the global marine science
community and all humanity, through gathering high-caliber
talent, pooling complementary resources, and carrying out
innovative research. It is also expected that iHESP will work
with such international programs and initiatives as Future Earth,
the InternationalGeosphereBiosphere Program (IGBP), and the
World Climate Research Program (WCRP) to provide scientifc
guidance and management strategies for climate prediction.

QNLM, TAMU, and NCAR representatives signing
the iHESPmemorandum of agreement.

A snapshot taken from a 9-km coupled regional climate model
simulation of North Pacifc storm systems interacting with the
Kuroshio Current and its eddies, conducted as a collaboration
between TAMU and QNLM scientists. The top panel shows
simulated outgoing longwave radiation (OLR) (Wm-2); lower-
left and lower-right panels show the net surface heat flux
(SHF)(Wm-2) and sea-surface temperature (SST)(C) over the
Kuroshio Extension region.Ocean mesoscale eddies are clearly
visible in the SHF, indicative of strong feedbacks between ocean
mesoscale eddies and atmosphere. Wm-2, watts per square
meter; C, centigrade.
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a broad range of dispensing options. All devices are equipped with 

standard GL 45 threads and are compatible with almost all thread 

types used in labs, thanks to the additional adapters included in the 

scope of delivery. 

Eppendorf

For info: 800-645-3050

www.eppendorf.com

Filter Plugs
Universal Pipette Filter Plugs from iNLABTEC are designed to provide 
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against contamination from accidental splashes during pipetting, 
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pipette with a cone opening of 3 mmñ4.5 mm. Plugs are autoclavable 

$�����'&����!"���	&�%#%$��&	�

iNLABTEC

For info: +41-(0)-71-222-48-65

www.inlabtec.com

Evaporator
An optimized EZ-2 evaporator is available to suit your solvent removal 

�,,�+�����-*���*�����*	���+����,����������+���,*	,��+�,����*��������

concentration of volatile solvents prior to analysis, the EZ-Standard 

for drying water and volatile solvents, the EZ-2 Plus for working with 

solvents with higher boiling pointsóup to 165∞Cóand the EZ-2 Elite 
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and a special model exists for those working with potentially 

explosive solvents such as diethyl ether. Each EZ-2 evaporator enables 

evaporation from sample container formats including round-bottom 
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reaction blocks as well as shallow and deep-well microplates. Running 

an EZ-2 evaporator is easier than running a rotary evaporator. Just load 

your samples, select maximum safe temperature for samples, select 

solvent type, and hit start. 

Genevac 

For info: 845-687-5000

www.genevac.com

Multi-Tube Vortex Mixer
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vortex mixer designed to provide gentle to vigorous mixing of 

reagents at an adjustable speed of 500 rpmñ2,500 rpm for up to 

50 test tubes simultaneously. Packed with a range of features, 
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tube sizes, and two built-in-operation modes that can be run by 

either short mixing or time mixing. The vortexing action is created 

by holding the top of the vessel securely in place and moving 
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high-throughput testing labs such as clinical, environmental, and 

chemistry labs. 

Hercuvan Lab Systems

For info: 858-335-8871

www.hercuvan.com

Volumetric Glassware
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pipettes, and volumetric pipettes. USP volumetric instruments 

comply with Class A error limits required by the United States 

Pharmacopeia (USP). They make an excellent choice for companies 
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that are not audited but demand high-quality glassware that 

meets Class A error limits. Volumetric instruments are individually 

calibrated on computer-controlled, automated production lines 
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+���*��)�����&����"
(��	����!)���+���*����	���(�*�
����

controlled annealing processes provide durable graduations and 

long service life. Thermal stress in the glass blanks is eliminated 

prior to adjustment so there are no permanent volume changes 

after heating (up to 250∞C).

	����
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For info: 888-522-2726

www.brandtech.com

Chilling/Heating Dry Bath
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ñ10∞C to 100∞C. The unit is two dry baths in one, saving valuable 
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in data logger, 30-day countdown timer with alarm, and RS232 
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used with standard accessory sample blocks for 0.5-mL, 1.5-mL, 

and 2.0-mL centrifuge tubes, PCR tubes and plates, 96-well and 

384-well assay plates of all kinds, vials, and most test tube sizes. 

�
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enzyme reactions and deactivations, hybridizations, ligations, 

)	������*���+*)������������(��*)��+(��	(������#&'������)	������

oocytes, storing samples at ice bucket temperatures, incubating 

samples at, above, or below room temperature, and much more.
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�������

For info: 866-573-9104
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The Biotechnology Centre (BIOTEC) (www.biotec.tu-dresden.de), an institute at the Center for Molecular and Cellular
Bioengineering (CMCB), developing innovative technologies and approaches for basic and applied research and teaching
in the modern life sciences, with particular strengths in molecular cell- and developmental biology, physical biology, and
computational biology, offers a

Chair (W3) of Cellular Biochemistry
starting at 1. October 2018.

The successful applicant will represent the feld of Cellular Biochemistry in research and teaching. Her/His research should
integrate well with and complement the interdisciplinary research at the BIOTEC and the wider Dresden research campus
(e.g., the Center for Regenerative Therapies Dresden, the Center for Molecular Bioengineering (B CUBE), the School Science-
and the Carl Gustav Carus Faculty of Medicine, as well as the Max Planck Institute of Molecular Cell Biology and Genetics.
Teaching (in English) is possible and expected in the CMCBÕs international Master programmes in “Molecular Bioengineering”,
“Nanobiophysics”, and “Regenerative Biology and Medicine”, in the Bachelor programme “Molecular Biotechnology” of
the Faculty of Biology, and in the Dresden International PhD program DIPP. The duties include participation in academic
self-administration.

We are seeking outstanding applicants with an international scienti/c reputation in the /eld of Cellular Biochemistry. Research
could be in any area of Cellular Biochemistry. A focus could be for example on the biochemical basis of forming macromolecular
assemblies inside the cell, the role of weak biomolecular interactions in intracellular organisation, or dynamic regulatory pro-
cesses leading to pattern formation in early development, including the setup of neuronal circuitry. An excellent publication
track record and a proven ability to attract signi/cant third-party funding are required. Applicants must ful/l the employment
quali/cation requirements of § 58 of the Act on the Autonomy of Institutions of Higher Education in the Free State of Saxony
(Higher Education Act of the Free State of Saxony – SächsHSFG). She/He must have a doctoral degree in natural sciences
and a habilitation or an equivalent record of outstanding research achievements.

For further information please call +49 351 463-40054.

TU Dresden seeks to employ more female professors. Hence we particularly encourage women to apply. Applications from
disabled candidates or those with additional support needs are very welcome. The University is a certi/ed family-friendly
university and offers a dual-career service. If you have any questions about these topics, please contact the Equal Opportu-
nities Of/cer of CMCB (Martin Kaßner, +49 351 458-82082) or the Representative of Employees with Disabilities (Ms Birgit
Kliemann, +49 351 463-33175).

Applications containing CV, publication list, third-party funding acquired and a no more than /ve pages long description of past
research achievements, teaching experience as well as the future research and teaching concept should be sent until 05.02.2018
(stamped arrival date applies) to: TUDresden,Biotechnologisches Zentrum,Direktor,HerrnProf. JochenGuck, Tatzberg
47/49, 01307 Dresden, Germany and as electronic copy via TU Dresden´s SecureMail Portal https://securemail.tu-dresden.de
by sending it to dana.schoder@tu-dresden.de. In addition, please arrange to have two con/dential letters of recommendation
sent on your behalf to the address above.

Advance your career
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Science Careers.
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§ Non-Bench Careers

§ AndMore
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Job Opening

Professor in Cellular Neuropathology

Brain Research Institute, Niigata University, Japan

Brain Research Institute, Niigata University is currently seeking a full

professor who explores system neuropathology and neurobiology for brain

diseases, applying molecular biology, cellular biology, mouse engineering

and/or neurophysiology. Candidates who have a potental to lead the given

neuroscience feld are desirable.

1. JOB DETAILS

Positon1.

A full professor (Tenured. Salary will be commensurate with

experience)

Employment startng date2.

Anticipated starting date is April 2018, or as soon as possible

thereafer.

2. APPLICATION PROCEDURE

Interested candidates are encouraged to apply by email and should submit

as PDF documents:

A Curriculum Vitae1.

List of achievements2.

Reprints of main research publicatons (5 papers)3.

Research interests and accomplishments, teaching experience, and4.

a research plan

References (at least 2)5.

3. CLOSING DATE

January 31, 2018 at 5:00 pm (JST)

To apply or make inquiries, please email Brain Research Insttute, Niigata

University, at noukenshomu@adm.niigata-u.ac.jp

Please refer to the following webpages for more informaton:

hPp://www.bri.niigata-u.ac.jp/en/info/oTcialannounce/000960.html

SEEKING NOMINATIONS

FOR TRANSLATIONAL RESEARCH PRIZE

Indiana University School of Medicine is accepting nominations for the
2018 August M. Watanabe Prize in Translational Research, awarded to
an investigator who has made a significant contribution to the field of
translational science.

The Watanabe Prize is one of the nation’s largest and most prestigious awards
recognizing individuals focused on shepherding scientific discoveries into
new therapies for patients. It is named in honor of the late August Watanabe,
a titan in the field of translational research in both academia and industry, who
impacted the health of people around the world as a leader at IU and Eli Lilly
and Company.

Nominees for the Watanabe Prize should be members of the scientific or
medical community who have achieved outstanding accomplishments in
translational research. This award is conferred upon senior investigators
whose influential research deserves major recognition.

The winner of the 2018 Watanabe Prize will receive a $100,000 award
and spend time in Indianapolis as a visiting dignitary to share knowledge
with audiences at IU and partner institutions. Over the next two years, the
honoree also will serve as a long-distance mentor to two exceptional young
investigators named concurrently as Watanabe Translational Scholars. Note:
This year’s prize nominees must be available to travel to Indianapolis from
September 12-14, 2018.

To submit a nomination, email amwprize@iu.edu with: 1) a letter of
nomination including a detailed description of the nominee’s major
translational research accomplishments and their impact, and 2) a copy of
the nominee’s current curriculum vitae (CV) by January 31, 2018. Questions?
Contact amwprize@iu.edu or 317-278-2874.

Indiana University is an equal opportunity employer committed to
building a culturally diverse intellectual community and strongly
encourages applications from women and minorities.

Professor and Chair, Department of Microbiology,
University ofWashington

The University of Washington, School of Medicine seeks a Professor
and Chair of the Department of Microbiology. Candidates for this full
time position should have a PhD and/or an MD (or foreign equivalent)
in Microbiology or a related biomedical discipline, an internationally
recognized research program inMicrobiology and demonstrated academic
leadership skills. The Department of Microbiology has outstanding
research and training programs, including an undergraduate major and
participation in both departmental and interdisciplinary graduate programs
(https://microbiology.washington.edu). The Department is ranked #3
worldwide in microbiology by U.S. News and World Reports and is an
integral part of a broad, vigorous research community. The UW School
ofMedicine is #2 in the nation and #1 among public universities in NIH
funding. UW faculty engage in teaching, research and service while
training the next generation of scientists through undergraduate, graduate
and medical student education.

Please submit an application (including a cover letter addressed to Dr.
Joan Goverman, Chair,Microbiology Chair Search Committee and your
curriculum vitae) at http://apply.interfolio.com/47603.

Applications will be considered until the position is flled.

University of Washington is an Affrmative Action and Equal
Opportunity Employer. All qualifed applicants will receive

consideration for employment without regard to race, color, religion,
sex, sexual orientation, gender identity, gender expression, national

origin, age, protected veteran or disabled status,
or genetic information.

ONE APP...

THOUSANDS OF JOBS

Jobs are updated 24/7

Search thousands of jobs

Get job alerts for new opportunities
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The University of Texas at Dallas is an Equal Opportunity/
Affrmative Action employer and strongly encourages applications
from candidates who would enhance the diversity of the University’s
faculty and administration.

ASSISTANT PROFESSOR

DEPARTMENT OF BIOLOGICAL SCIENCES

The Department of Biological Sciences in the School of Natural
Sciences and Mathematics at the University of Texas at Dallas
(http://www.utdallas.edu/biology/) invites applications for a faculty
position at the rank of Assistant Professor.We seek to hire an outstanding
scientist with research interests that complement and build on existing
departmental strengths in biochemistry, cell and molecular biology,
computational and systems biology, genomics, microbiology, and
pathobiology (cancer, neurodegenerative disorders, and infectious disease).
Since the department has the goal of expanding its research and teaching
into new directions, we will also consider applications from excellent
candidates in other areas of the biological sciences. The University has
recently made a major investment in new laboratory space, and in core
facilities (genomics, imaging and histology, fow cytometry, and protein
analysis) that will be available to support the research of new recruits.

Applicants should be prepared to establish a vigorous and independent
research program and should have enthusiasm for teaching at both graduate
and undergraduate levels.

Review of applications will begin immediately and will continue until
the position is flled. Indication of sex and ethnicity for affrmative action
statistical purposes is requested as part of the application but is not required.

Application materials: cover letter, curriculum vitae, short descriptions of
research plans and teaching interests and the full contact information for at
least three references should be submitted at:
http://jobs.utdallas.edu/postings/9165.

THE UNIVERSITY OF TEXAS

AT DALLAS

School of Natural Sciences

and Mathematics

Head and Professor
Department of Biological Sciences

Purdue University

PurdueUniversity invites applications for the position ofHead of theDepartment of Biological Sciences to startAugust 2018. The department seeks
a dynamic leader with creative vision and an outstanding record of research, administration, and teaching.

The department is undergoing a period of exciting development.Departmental strengths includeBiologyEducation;Cell&MolecularBiology;Ecology
and Evolutionary Biology;Microbiology& InfectiousDisease;Neuroscience & Physiology; and Structural Biology.Many departmental faculty are
involved in university-widemultidisciplinary research through Discovery Park (www.discoverypark.purdue.edu) and the Purdue Center for Cancer
Research (www.cancerresearch.purdue.edu). In addition, members of the department play leading roles in the recently launched Purdue Institute
for Integrative Neuroscience http://www.purdue.edu/discoverypark/pillars/integrative-neuroscience-center/ and Purdue Institute of Infammation,
Immunology and Infectious Disease https://www.purdue.edu/discoverypark/pillars/pi4d/. As of Fall 2017, the Biological Sciences Department is
comprised of 55 facultymembers, 27 post-doctoral researchers, 118 graduate students, and 899 undergraduate biology majors. Further information
about the department is available at www.bio.purdue.edu.

Qualifcations: The successful candidate will have: a Ph.D. in Biology or a related discipline; an outstanding record of scholarly achievement and
a history of extramurally funded research commensurate with the rank of full professor at Purdue; dedication to building a diverse, inclusive, and
vibrant scientifc community, exceptional and proven leadership abilities; an effective vision for the department in the university, state, and nation;
commitment to excellence in undergraduate and graduate education; and an enthusiasm for engagement.

Applications:We encourage qualifed candidates to apply online at http://hiring.science.purdue.edu. Inquiries should be directed toBiologyHead
Search Committee, Department of Biological Sciences, Purdue University, 915 W. State St., West Lafayette, IN 47907-2054 or search@bio.
purdue.edu. Purdue University’s Department of Biological Sciences is committed to advancing diversity in all areas of faculty effort, including
scholarship, instruction and engagement.Candidates should address at least one of these in their cover letter, indicating their past experiences, current
interests or activities, and/or future goals to promote a climate that values diversity and inclusion. Review of applications will begin January 8,
2018 and will continue until the position is flled.

A background check is required for employment in this position. Purdue University is an EEO/AA Employer. All individuals, including minorities,
women, individuals with disabilities, and veterans are encouraged to apply.

Systems, Molecular, and Cellular

Mechanisms of Alzheimer’s

Disease and Dementia

The Ohio State University is launching a
major initiative focused on the systems,
molecular, and cellular mechanisms of

Alzheimer’s disease and adult-onset dementia. To this end, the University
is recruiting 15 faculty to multiple departments at all ranks to study
injury-induced dementia and Alzheimer’s disease. As part the initiative,
The Department of Neuroscience in the College ofMedicine is currently
recruiting four or more tenure-track faculty at all ranks, in association with
theOSUDiscoveryTheme in ChronicBrain Injury. Candidatesmust hold a
PhD orMD (or equivalent)with research expertise in areas directly related to
mechanisms ofAlzheimer’sDisease or related disorders.This recruitment is
part of an ongoing commitment to develop distinguished research and clinical
care centers atTheOhio StateUniversity focused on adult-onset dementias.

Successful candidates are expected to contribute to the missions of the
University, Department, and Centers via active participation in research
and teaching programs, mentoring of trainees and serving on departmental
or college-level committees. Salary will be competitive and commensurate
with experience.

Prospective candidates should send a statement of research interests, vitae and
a list of three references toMelissa Stenger (Melissa.stenger@osumc.edu).
Consideration of candidates will begin on 1 January 2018.

Unless confdentiality is requested in writing, information regarding the
applicants must be released upon request. For more information about career
opportunities, please visit www.Discovery.osu.edu or https://wexnermedical.
osu.edu/neurological-institute/departments-and-centers/departments/
department-of-neuroscience

The Ohio State University is an Equal Opportunity, Affrmative Action
Employer and as such, women and underrepresented individuals in

science are encouraged to apply.
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This was just one example of the sex-

ual harassment I experienced during 

my career as a professor. It happened 

to me; it happens to other female 

faculty members; and it happens to 

female staff, graduate students, and 

undergraduates. It wasn’t all men 

and it didn’t happen all the time, but 

it happened, and it was part of my life 

in academia: grant writing, teaching, 

publishing in peer-reviewed jour-

nals—oh, and dealing with creeps 

and the messes they made.  

Sexual harassment is drain-

ing. It takes up time and energy, 

and it does not result in anything 

for one’s CV or annual review. It 

is a productivity tax on women. 

In my case, it meant I avoided 

co-authoring or having joint grants 

with male colleagues, things that 

would likely have increased my funding and publications. 

The costs also spill over to others. By taking up women’s 

energy and lowering productivity, harassment wastes valu-

able grant money and taxpayer funding. It is also a key reason 

women leave academia, which ultimately hurts the entire sci-

entific enterprise in the form of lost investment, potential, and 

diversity of ideas. In my case, even though I was productive 

and loved research, teaching, and advising students, ubiqui-

tous harassment was one of the reasons why I retired early. 

Here are just a few examples of the sexual harassment I ex-

perienced that affected my productivity. A married colleague 

bragged to me about his sexual conquests. A junior colleague 

told me he wanted to date me. (I am married!) While I was 

interviewing for a full professor job, a department head in 

his 40s inquired how many children I had and, staring at 

my body, insisted that I “should get pregnant many more 

times.” After I got tenure, the burden of harassment only 

increased. That’s because I experienced it not just directly, 

but also secondhand, as other victims—students, staff 

members, colleagues, mentees—sought my help and time. 

Recently, a graduate student confided in me that a 

renowned researcher had hit on her 

and touched her inappropriately 

during a postdoc interview. I ad-

vised her not to take the job because 

if he did that during the interview, 

in all likelihood it would escalate 

later. She would not be dissuaded. 

“It is just too good a job,” she said. 

She decided to take a calculated risk 

because, she said, “what else are 

you going to do? It’s everywhere.” 

So, along with doing first-class 

research, she has to figure out how 

to keep her boss’s hands off her.

Sexual harassment even affected 

my free time, interfering with my 

efforts to recharge and sustain my 

productivity. Earlier in my career, 

I played basketball with faculty 

and staff members on campus. I 

was usually the only woman. One 

day, a man guarding me couldn’t get the ball from me and 

punched me in the breast. It was hard enough to knock me 

to the floor and leave a bruise. When I demanded to know 

why he punched me, he yelled, “Women have no business 

here!” I wondered, did he mean playing basketball or being 

at the university? 

I stopped playing basketball; dealing with harassment at 

work took enough energy and time. While I was angry at the 

man who assaulted me, I was angrier at the eight other men 

on the court. They all saw and heard what happened, yet they 

said and did nothing. They literally looked away. They may not 

have meant it, but to me their silence spoke volumes: approval. 

It is time to speak up. We can start by having meaning-

ful and transparent Title IX investigations that support, not 

attack or shame, victims. Speak up every time harassment 

happens. Men, call out other men. Every time. Show that you 

do not condone sexual harassment. Enough is enough. ■

Lydia Zepeda is a professor emeritus at the University 

of Wisconsin in Madison and a AAAS fellow. Send your 

career story to SciCareerEditor@aaas.org.

“Sexual harassment is … a 
productivity tax on women.”

The harassment tax

A 
senior faculty member asked me into his office. I assumed it was to talk about agricultural 

data. It was the fall of 1991 and I was untenured, 32 years old, and 7 months pregnant. He was 

in his 60s and one of many men who were going to vote on my tenure. He showed me the 

recent issue of Vanity Fair with Demi Moore on the cover, pregnant and nude. “She reminds 

me of you,” he said as he tried to catch my eye. I looked at the floor, stunned. I mumbled 

something and backed out of his office, wondering whether I would ever feel clean again.

By Lydia Zepeda
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